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Abstract—Recently, the wide adoption of Internet of Things
(IoT) devices has introduced new challenges that the current
cloud-centric approach must overcome. The high-latency ob-
tained from sending daily massive volumes of generated data
to the cloud, for further processing, is insufficient to meet
the stringent requirements of emerging IoT applications. As a
consequence, researchers have introduced new paradigms, like
edge and fog computing, with the purpose of extending cloud
capabilities closer to the edge of the network. This extension of
the cloud enables IoT applications to be deployed in the proximity
of sensors, adding new benefits like fast response time and better
security and privacy. In this paper, we discuss in detail both
paradigms based on their individual characteristics and use cases.
Furthermore, we explain what future challenges, i.e., resource
management, security and privacy, and network management,
researches must solve to enable the adoption in society. Finally,
we present our vision regarding a smart city scenario in which
users have the possibility of customizing their environment as
they desire, by seamlessly downloading applications on a personal
edge network.

Index Terms—Edge Computing, Fog Computing, Internet of
Things

I. INTRODUCTION

Cloud computing as one of the biggest advances over the

last decade in technology has been seen as a key component

for the development, deployment, and execution of IoT plat-

forms where companies can move their control, computing

capabilities, and store collected data in a medium with almost

”unlimited” resources [1]. It remains as one of the well-

accepted solution for the deployment of demanding compu-

tational applications focusing mainly on the processing of

large amounts of data. Data is generated from geographically

distributed IoT devices such as sensors, smartphones, laptops,

and vehicles. Today, however, this paradigm faces increasing

challenges in meeting the demanding limitations of new IoT

applications.

The success of the Internet of Things and the widespread

availability of mobile devices featuring sensing capabilities

provide new means for the development of new applications

that affect our everyday lives. Some of these new use cases are

the smart city, smart home, smart grid and smart manufactur-

ing with the power of changing industries (i.e., Healthcare, Oil

& Gas, Automotive, etc.) by improving working environments

and optimizing workflows. Due to the dynamic nature that

prevails in these environments many applications require fast

response time and increased privacy clouds often fail to fulfill.

To overcome these shortcomings, researchers, both from

academia and industry, proposed two new paradigms, called

Fog Computing and Edge Computing, which bring the com-

putational resources (i.e., storage, networking and processing)

closer to the edge of the network. Fog Computing brings cloud

capabilities closer to the end devices such that a cloud to things

continuum is obtained [2]. As a consequence, this reduces the

reliance on cloud-based environments while decreases latency

and network congestion. Furthermore, it enforces privacy by

processing the data near the user. Similarly, the vision of Edge

Computing is to move some computational resources from

the cloud to the resource constraint devices located at the

logical extremes of a network [3]. Hence, we vision the edge

computing as a bridge between IoT things and the nearest edge

device (i.e., smartphones, etc.) to the user.

Researchers have proposed new fog/edge devices in order

to embrace the vision of these paradigms and focus on the

deployment of multiple applications in close proximity to

users. The most noteworthy of these devices are mini servers

such as cloudlets [4], portable edge computers [5] and edge-

cloud [6] which enable an application to work in harsh

environments; Mobile Edge Computing [7] and Mobile Cloud

Computing [8] improve user experience and enable the de-

ployment of higher computational applications on smartphones

by offloading different parts of the application on the device

locally.

During the literature review, we found many surveys that

describes each paradigm in details and their challenges [9]–

[11]. However, there is no paper comparing fog and edge

paradigm while both terms are most often used to describe

the same IoT network. In general, the vision of the two

paradigms overlaps in order to make more computation re-

sources available at the edge of the network. Hence, the

biggest difference is given by the naming convention used

to describe them. The aim of this paper is to offer a detailed

description of the two aforementioned paradigms, discussing

their differences and similarities. Furthermore, we present their

challenges and discuss the different naming convention is still

required. Finally, we present an IoT platform which combines

both, edge and fog devices with the purpose of enabling
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seamless deployment of IoT devices by the user.

The remainder of the paper is structured as follows: In

Section II we present in detail the Fog Computing paradigm

and describe one illustrative use case by emphasizing the key

features of this architecture. Next, Section III defines the Edge

Computing paradigm by describing its architecture features. In

Section IV we discuss challenges faced by these paradigms,

while in the process to be fully adopted in society. Section

V presents our vision of the future of smart cities. Finally,

Section VI outlines on the comparison between Fog and Edge

Computing.

II. FOG COMPUTING

Fog Computing is a computing paradigm introduced by

Bonomi et al. [10] with the purpose of extending the cloud

capabilities closer to the edge of the network. Several defini-

tions have been proposed to formally define fog computing,

e.g., Yi et al. [12]. According to the authors, Fog Computing is

a geographically distributed computing architecture connected

to multiple heterogeneous devices which allows the provision

of resources and services at the edge of the network with-

out depending on cloud services. Hence, we vision the fog

paradigm as a bridge between the cloud and the edge of the

network to facilitate the deployment of new IoT applications

(see Figure 1).

Fig. 1. Fog computing a bridge between Cloud and Edge [13]

A fog device is mainly characterized by its highly virtual-

ized resources that provide computation, storage, and network

services between edge devices and cloud [2]. Generally speak-

ing, a fog device can be characterized as a mini cloud that uses

its own resources in combination with data collected from the

edge devices and unlimited computer resources offered by the

cloud. However, even similar features are also found in the

cloud environment it should be noted that in contrast to cloud

computing, fog nodes provide limited resources.

Fog computing offers the opportunity to develop and deploy

new latency-sensitive applications on devices with computa-

tion capabilities such as network devices, mini data centers,

servers. Depending on the application context, this can enforce

strict requirements for rapid response time and predictable

latency (i.e., smart connected vehicles, augmented reality),

location awareness (e.g., sensor networks to monitor the

environment conditions) and large-scale distributed systems

(smart traffic light, smart grids). As a result, for latency-

sensitive applications, long propagation latency (WAN) and

real-time requirements for mobile scenarios make cloud envi-

ronments incapable to fulfill the user expectations. Hence, fog

computing mitigates the operation of end devices with cloud

computing data centers.

The current state of the art does not meet the stringent

requirements for latency-sensitive applications [1]. In order to

create a scalable and stable system between edge devices and

cloud environments suitable for IoT applications, a cloud-fog

interaction is therefore introduced. Such an approach, where

the cloud and fog collaborate for achieving a specific user

goal and preserving user experience gives an opportunity to

the developers to decide where to deploy and compute a

function of the application. For example, using the capabilities

of the fog node, we can process and filter data streams

from heterogeneous devices in different areas, make real-

time decisions and reduce the communication network to the

cloud. Fog Computing, therefore, introduces effective ways to

overcome many of the limitations facing the cloud [1]. These

limitations are:

1) Latency Constraints. Fog nodes supports the same

basic features that clouds can perform, i.e., different

computing tasks closer to the end user, where the latency

- sensitive application benefits most from its stringent

requirements.

2) Network Bandwidth constraints. Fog paradigm offers

the ability to carry out data processing tasks closer to the

network edge. As a consequence, the amount of raw data

sent to the cloud is reduced. Therefore, performing data

analysis in fog devices reduce the latency in response

while filtered data is sent to the cloud for long-term

storage.

3) Resource constrained devices. For resource constrained

edge devices such as smartphones and sensors, fog

computing can perform computational tasks. The en-

ergy consumption and life-cycle costs are reduced by

discharging parts of the application from such restricted

devices to nearby fog nodes.

4) Increased availability. Fog Computing supports au-

tonomous operation without depending on the cloud’s

network connectivity. As a result, an application is

increasingly available and reliable.

5) Better security and privacy. In the fog paradigm

users have the ability to control the collected data.

Fog devices reduce the need to transfer private data

toward the cloud while such sensitive data stays and it is

processed locally. Hence, fog devices increase security

as well, being able to perform a wide range of security

functions, manage and update the security credentials of

constrained devices and monitor the security status of

nearby devices. In addition, data integrity and privacy

are ensured even more when data have to travel shorter

network distance to reach the computation node.
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A. Fog Computing Architecture

The Fog Computing architecture consists of highly dis-

persed heterogeneous devices designed to enable the de-

ployment of IoT applications requiring storage, computing

and networking resources distributed at various geographical

locations [14]. Several high-level fog architectures have been

proposed in the literature [15]–[17] which describe a three-

layer architecture containing (i) the physical layer also known

as the smart devices and sensors layer collects data and send

it forward to the nearest layer for further processing, (ii) in

the fog layer, the received data is computed, responded to the

user and prepared for the cloud (iii) the cloud layer stores data

for long-term and performs high intensive analysis tasks.

Bonomi et al. [10] present a fog software architecture (see

Figure 2) consisting of the following key objectives:

• Heterogeneous physical resources. In the fog paradigm,

we refer to the fog nodes as heterogeneous devices such

as network devices (i.e., routers, access points), data

centers or even high-end servers. This layer is composed

with devices with different hardware capabilities (i.e.,

CPU, RAM, and storage) and may provide a set of

functions specific to the device. The platform is available

for multiple operating systems and software applications,

resulting in a wide range of hardware and software

capabilities.

• Fog abstraction layer. This layer consists of generic

application programming interfaces (APIs) which enables

managing the physical resources of fog device. We refer

to the management of resources in terms of monitoring

and controlling the available physical resources such as a

CPU, RAM, storage, energy, and network. The role of this

layer is to make a uniform and programmable interface

accesible for the seamless management and control of

resources. In addition, this layer also supports virtual-

ization and allows multiple hypervisors and operating

systems to be managed on a single machine using generic

application programming interfaces (APIs). Moreover, the

use of virtualization enables multi-tenancy to ensure the

isolation of different tenants on the same machine by

supporting security, privacy and isolation policies.

• Fog service orchestration layer. This layer has a dis-

tributed functionality and provides dynamic and policy-

based management of fog services. In addition, fog

service orchestration layer is responsible for managing

a variety of fog node capabilities, thereby a set of new

components that help this process are introduced. A well-

known software agent component called foglet is capable

to manage the capabilities of the fog node in such a

way that it can monitor physical health of the device

and can orchestrate functionality by analyzing current

deployed services. There are other components such as a

distributed database which is responsible to store policies

and resource meta-data, a scalable communication bus to

send control messages for resource management, and a

distributed policy engine with a single global view that

can change each fog node locally.

Fig. 2. Fog Computing architecture [10]

B. Illustrative use case

The Fog Computing paradigm has improved the user expe-

rience by increasing the Quality of Service (QoS), providing

low latency and ensuring that specific applications which are

sensitive to latency meet their strict requirements. Many areas

such as Healthcare, Energy, Automotive, and Gaming Industry

can benefit from this new paradigm. As an example, predictive

maintenance can reduce the downtime of production machines,

optimize the workflow in a production plant or simply monitor

the structural integrity of buildings that ensure the safety of

workers and customers. However, the benefits provided by the

fog computing paradigm are not limited only for businesses

purposes. At the same time, as the development of the smart

cities continue, the life in the city as we know it today can

be improved even further. Daily activities can be optimized

to improve the comfort of living. For example, consider the

following scenario, by using smart traffic systems we can avoid

road congestion, while smart traffic light system can even help

more to manage congested roads, reduce fuel consumption and

minimize the waiting time. In order to demonstrate the role of

fog paradigm in different scenarios, in this section we describe

a smart traffic light system [10].

1) Smart Traffic Light System: The objective of an intelli-

gent traffic light system scenario is to reduce city congestion

and optimize traffic flow. The immediate result of this ap-

proach is environmental protection by reducing harmful emis-

sions (i.e., nitrogen oxides, carbon monoxide, sulfur dioxide)

and reducing fuel consumption. Hence, such an optimization

requires the implementation of a hierarchical approach which

supports both real-time and near real-time operations, as well

as providing an environment which supports performing high

computation tasks like big data analysis.

Each intersection in the city represents a component of our

system where a smart traffic light application is deployed. The

application is responsible for the analysis of data collected

from local sensors and CCTV cameras and carries out three

main tasks, (i) the traffic light is adjusted based on the

distance of each approached vehicle from different directions
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(ii) pedestrians and cyclists are monitored in order to prevent

any accidents and (iii) relevant data is collected to improve

the overall performance of the system. One can clearly notice

that the functionalities provided in case of (i) and (ii) require

rapid response time, while the last functionality (iii) sends data

to a higher layer for further analyzing without waiting for a

response.

The global node that creates a control function for each

intersection is another important component of the presented

use case. The key role of a global node is to collect all

data from each smart traffic light and determine various

commands in order to maintain steady traffic flow. Note that

the functionality here requires an almost real-time response

compared to the time requirements for the tasks deployed at

an intersection.

The Fog Computing paradigm enables implementation of

our traffic light system where stringent requirements are

fulfilled. As one can notice an immediate advantage over

the centralized architectures is the ability to coordinate a

wide range of distributed devices at each intersection. In the

meantime, fog devices can use their computational resources

to analyze data and carry out quick response time actions. Our

system can be designed as a four-layer architecture, composed

by the sensor layer, a fog device layer at each intersection,

another fog layer composed of the global node and the cloud

layer. An overview of this architecture is presented in Figure

3.

Cloud layer

Fog
layer/intersection

Sensor layer

Fog
layer/district

Fig. 3. Smart Traffic Light System.

III. EDGE COMPUTING

Edge Computing [3] is a new paradigm with the underlying

vision of migrating computational resources from the cloud

closer to the edge of the network. Multiple definitions of

edge computing are found in the literature, [11] states that

edge computing enables computations to be performed at the

edge, offering benefits for both cloud and IoT services alike.

Deploying parts of IoT applications on such edge devices,

not only reduce network congestion and bandwidth waste that

the current cloud-centric state of the art faces, but new IoT

applications with more stringent requirements suchlike fast

response time, better data privacy, and increased availability

can be deployed. As we can see, by lowering the physical

distance between the applications and user, these requirements

can be successfully satisfied.

The proposed paradigm is a relatively new concept, hence

the term ”edge computing” in literature may refer to all other

architectures as well such as Mobile Edge Computing, or Fog

Computing. From all of them, the edge computing concept is

interchangeable with fog computing [18]. The key difference

being the location into the IoT network where processing of

data is performed. In the case of fog computing, the data is

processed as close as possible to the end user devices, while

edge computing pushes the limits even further by allowing

personal devices like smartphones or laptops to process some

data locally.

Considering edge vision and its similarities to fog, we

envision Edge Computing the lowest level in an IoT network

where new emerging IoT applications can be deployed in user

devices like smartphones (see Figure 4).

Fig. 4. Edge computing solution using an IoT and edge devices. [19]

One example of how edge computing changes the IoT

network (see Figure 4) was presented in [19], where the

authors place an edge device, i.e., a smartphone, between

the IoT sensors and actuators level, and the rest of the

network where more powerful devices reside. It is important

to mention that, any other device, e.g., desktop computers,

laptops, and tablets, capable of processing locally gathered

data, can be considered an edge node. Every such device has

different characteristics which define what functionality can be

performed, being capable of controlling IoT actuators based on

input data and processing data for high levels like fog nodes

and cloud.

In conclusion, edge computing can be considered a key

enabler for scenarios where centralized cloud-based platforms

are impractical. Processing data near to the logical extremes

of a network reduces significantly latency and bandwidth

cost while decreasing the distance data has to travel. As a

consequence, this paradigm can address concerns in energy

consumption, security, and privacy [20]. However, it is not a

trivial task to adopt the edge computing paradigm, since there

are multiple challenges that must be overcome.

A. Edge Computing Architecture

Every edge computing architecture can have different com-

ponents and specifications depending on the targeted use case.

For example, Jiafu Wan et al. [21] proposes an architecture

99



of edge computing for IoT-based manufacturing and analyzes

its role from four different points of views, including edge

equipment, network communication, information fusion, and

cooperative mechanism with Cloud Computing. On the other

hand, Zhang et al. [22] propose the edge-based architecture

and implementation for the smart home scenario composed of

three functional layers, the sensor layer, the edge layer, and

the cloud layer.

A more general overview of an edge computing architecture

is shown in Figure 5. Such an architecture can be structured

into three different layers, the front-end, near-end, and far-end

as described by Wei Yu et al. in [23]. A detailed description

of every layer is given below:

Fig. 5. A typical architecture of edge computing networks [23]

• The front-end represents the closest layer to the end

user capable of processing locally collected data from

IoT sensors. Due to being in close proximity, this layer

provides real-time response times for critical applications

and better privacy since private data is processed in

close proximity of the user. However, the devices at

this layer are resource constrained devices which cannot

provide sufficient resources to met all requirements of

an application. As a result, these devices pre-process the

data and forward the result to a higher level layer.

• The near-end layer is composed of more powerful edge

devices, e.g., servers and laptops, capable of handling

most of the data processing and storage required by an

IoT application. However, these devices are further away

from the source of data, meaning that the system can

provide only near real-time responses. Most of the time,

this extra layer is enough to ensure that an IoT application

can perform at the edge. Nonetheless, if there is a case

when more computational resources are needed, then the

data is sent to the last layer.

• The far-end layer represent the cloud servers which

provide an almost unlimited amount of high processing

capabilities and storage. Moreover, it can provide differ-

ent levels of security and control for users and developers

as well, offering them access to the thousands of servers

to perform a task [24], [25]. However, the latency of an

IoT application faces increased delays, since these servers

are farther away from the end devices.

B. Illustrative use case

Recently, the fast adoption of IoT devices and the emergence

of new IoT applications for use cases like smart cities, health-

care, automotive, and manufacturing has made edge computing

paradigm as one of the major topics in academia and industry

alike. Each system requires that these new IoT applications

demand rigid requirements that the cloud cannot satisfy. As

a consequence, the requirements of these applications can

benefit from the architectural placement of edge devices closer

to the end user. This shift in deploying an application intro-

duces many benefits such as fast response time and increased

availability. Both critical in use cases like healthcare or smart

city where reacting to an event must be performed in real-

time. One example of an application that can benefit from

this paradigm is a wearable ECG sensor. In this case, if the

data is processed in the cloud instead of the edge, a high

communication latency and low-reliability characteristics are

obtained. In real-time applications, such characteristics are not

accepted, since the wait time could prove to be fatal to the user.

Hence, for this type of critical applications, a local decision at

the edge must be taken, rather than sending data to the cloud.

Many IoT applications can benefit from the advantages

that edge computing offers, i.e., storing and processing data

locally. One such use case is a smart home, where multiple

applications can be deployed such as energy monitoring ap-

plication that ensures an efficient consumption of energy by

scheduling the operational time of each appliance in the house

[26]. Besides fast response time and decreased bandwidth

consumption, the security and privacy of personal data are

ensured by processing it locally. Moreover, one particular

advantage of deploying applications at the edge is increased

availability since it can work without a stable connection to

the cloud. Other IoT applications can benefit from the Edge

Computing paradigm and to understand better the advantages,

we describe in this section a healthcare application [19].

1) A wearable ECG sensor: The case study consists of a

wearable ECG sensor attached to the human body through a

smartwatch and a smartphone that acts as an edge device as

it is presented in Figure 6. The communication between the

wearable sensor and the edge device is via Bluetooth and via

WiFi for the Internet.

Fig. 6. A wearable ECG sensor

Usually, for this type of applications where sensors must

be in close contact with the user to be able to monitor any
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vital signs, a system architecture composed of a smartwatch

and a smartphone represents the perfect choice. In this case,

the user does not have to wear uncomfortable or unnecessary

equipment, since anyway these two edge devices are used

every day for normal activities. However, these devices are

resource constrained, the gathered data cannot be stored lo-

cally. Consequently, the smartphone must either transfer the

processed data to the cloud for further analysis or it can discard

once it was processed.

In Figure 6, we can observe the system architecture required

to deploy such an IoT application. Here, the smartphone repre-

sents an edge device that monitors the incoming data generate

by the wearable device and react in real-time if a critical event

occurs. The device pre-processes the data and sends it to the

cloud if a more computational demanding analysis is needed

like determining the health of the user based on data gathered

over a period of time. The application executes as follow: the

process starts with (1) when the smartwatch sends real-time

data to the edge device, at this point the device process the data

and sends the data for storage to the cloud (3). Depending on

the situation, if there is a critical event, the edge device starts

(2) and sends an alert notification to the emergency unit and

the user.

Since edge devices have limited resource capabilities one

must consider designing a system that takes into consideration

the energy consumption, communication latency, storage, and

computational resources. Hence, developers have to code

software with highly efficient streaming algorithms, storing

essential monitoring information and avoiding continuously

data transfers to the central cloud.

IV. FUTURE CHALLENGES

In recent years, the number of Internet of Things (IoT)

devices connected to the overlay network is increased contin-

uously. Stringent requirements of IoT systems have recently

suggested the architectural placement of a computing entity

closer to the network edge. Fog and Edge Computing visions

introduce multiple advantages by migrating some computa-

tional resources at the edge of the network. The underlining

of these paradigms is to create an IoT network environment

covered with a large number of interconnected distributed

heterogeneous devices having the purpose to deploy and

manage demanding applications closer to the user. Yet, it is

a non-trivial task to design such platforms where all their

required characteristics are met.

In this section, we identify and discuss the challenges that

these paradigms must conquer in order to fulfill their full

potential. We group these challenges in three main areas,

i.e., resource management, security and privacy, and network

management.

A. Resource management

Fog and Edge computing paradigm have emerged as an

approach to bring computational resources from cloud envi-

ronments closer to the end nodes, respectively closer to the

physical IoT devices at the edge of the network. Therefore,

for the successful adoption of these systems, new resource

management is imperative to make full use of the available re-

sources and process applications in close proximity to the user.

Edge devices often are considered as resource-constrained de-

vices, therefore, resource management techniques are required.

Such techniques allow edge devices to optimize their resource

utilization (e.g., energy-aware smart devices can reduce energy

consumption by offloading computation to other nearby edge

nodes), improve data privacy, and enable devices to collaborate

and share resources to process IoT applications.

The efficient usage of the resources provided in the proposed

paradigm plays a key role to achieve desired performance

and scalability. Hence, a taxonomy of resource management

at the edge, based on the current state-of-the-art research in

this area, is presented in [27]. In view of the objective of

the technique, the authors present a total of five different

categories. In addition, they summarize the benefit of an edge

paradigm and through the surveyed papers they define which

resource types can be managed in a better way compared to

a centralized architecture.

Resource estimation is one of the fundamental requirements

in resource management, i.e., the ability to estimate the amount

of resources required by a particular task. This is important

for handling the uncertainties found in an IoT network and

providing at the same time a satisfactory Quality of Service

(QoS) for deployed IoT applications. Resource discovery is the

second category identified and is one of the critical challenges

in IoT application performance in edge computing. This cat-

egory discovers available resources already deployed at the

edge node or resources in a large scale and geographically

distributed nodes connected in Peer-to-Peer (P2P) manner.

Such resources may refer not only to hardware capabilities

of the edge node (i.e., CPU, storage, and memory) but also it

may refer to context data, sensing or other types of domain-

specific resources. Resource discovery complements resource

estimation by keeping the pool of available computational

resource updated.

Resource allocation is the third category of resource man-

agement classification which aims to utilize the knowledge of

discovered resources and then map the different parts of the

application at different edge devices. Such mapping is based

on the criteria that edge device must fulfill the applications

prior requirements. In the other words, the main objective of

this category is to allocate IoT applications in close proximity

to the users. There are two different perspectives of the alloca-

tion process: (i) represents the initial deployment to the edge

of the network deciding where to map the application and (ii)

serves as a migration technique by self-adapting when a node

has failed. A challenging task arises when the distributed edge

devices share their resources in order to fulfill applications

goal i.e., in such cases in the network of the edge nodes a

close collaboration between nodes enforced by security and

privacy is required. Solving such challenge introduces the

fourth category known as resource sharing.

Resource optimization is the last category of resource man-

agement classification produced as a result of combining the
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above-mentioned resource management approaches. The main

aim is to optimize the utilization of available resources at

the edge according to the constraints of the IoT application.

Usually, the developer creates the QoS requirement of his

application before deploying to the edge.

B. Security and privacy

Fog and Edge computing paradigm are considered as the

promising extension of the cloud computing paradigm. As a

result, many cloud applications adopt the vision of fog and

edge computing by migrating some computational resources

toward the edge of the network. By embracing and applying

these changes to our environment, we can transform our cities

and homes by enabling them to automatically react to different

events. However, to benefit from these advantages researchers

must propose new technologies to ensure security and user pri-

vacy. Additionally to the new security and privacy issues risen

in a dynamic IoT network, the paradigms inherits the security

and privacy issues from the cloud as well. As an example,

let us consider the scenario where an intruder can track and

learn the family location and activities simply by accessing

the edge network deployed in the house. Consequently, these

two properties represent one of the most important challenges

that a developer must overcome when such an IoT system is

deployed.

To ensure the privacy and security of a system composed of

edge and fog devices, an engineer must assess if it satisfies the

following three most important characteristics, i.e., confiden-

tiality, and availability known as the CIA triad model [28]. Two

of these characteristics, such as confidentiality and integrity,

are providing data privacy guarantees, while the availability

assure that an edge node is available to share its resources

when required. Yi et al. identify the most important security

issues of fog computing as authentication, access control,

intrusion attack, and privacy [9].

One of the main security issue in fog and edge computing is

represented by authentication [13]. In a dynamic IoT network

where edge devices can join or leave the network without any

restrictions, a connectivity mechanism to ensure the security

is preserved by authenticating an edge or fog node must

be implemented. A node is successfully authenticated only

if its credentials are verified and validated properly. One

solution to securely authenticate edge devices is presented in

[29]. Existing security solutions must be updated to fog/edge

computing scenario to account for threats nonexistent in a

controlled cloud environment [14].

A fog/edge ecosystem is composed of multiple devices dis-

tributed in a multi-layer architecture, each of them having its

own security problems. Furthermore, new security challenges

appear from combining these devices to form a new IoT

ecosystem. For this reason, the authors in [30] propose a com-

prehensive study in which a threat model for possible security

issues of the entire system and each individual component is

discussed. This study is achieved by examining the scope and

nature of potential security attacks (see Table 1).

Table 1: Threat model for fog and edge computing [14]

An analysis of all attacks that can occur against an edge

ecosystem and every component individual is shown in Table

1. Here, we can observe that multiple different targets are

identified like network infrastructure, service infrastructure

composed of edge data center and core infrastructure, vir-

tualization infrastructure and user devices [30]. By network

infrastructure, the authors group the various communications

networks used to exchange data between edge devices and

can suffer an attack from an adversary. Some of the following

attacks are possible on such a communication network, i.e.,

Denial of Service (DoS), man-in-the-middle attacks and rogue

datacenter. An example of a man-in-the-middle attack on an

IoT network is presented in [31]. Another point of attack is

represented by the architecture infrastructure which is divided

into service infrastructure which resides at the edge of the

network and core infrastructure which represents the cloud.

An adversary could attack the service infrastructure, by using

physical damage, rogue component privacy leakage, privilege

escalation, and service or VM manipulation. In contrast, the

core infrastructure is more secure being prone to attacks like

rouge component, privacy leakage, and VM manipulation [30].

Finally, the virtualization infrastructure can suffer attacks such

as DoS, privacy leakage, privilege escalation, service or VM

migration, and misuse of resources; while user devices are

susceptible to attacks like VM manipulation and injection of

information.

Privacy refers to the ability of an edge device to protect the

personal data of a user. Personal data is considered protected

if the user can have the power of deciding where data should

be processed. As a rule, if the data is processed locally,

then chances of intercepting the data by a malicious attacker

are close to zero [32]. Currently, when data is processed

in the cloud, the personal information of the user is more

vulnerable since it has to be transferred to a remote location.

Consequently, edge and fog paradigms enforce privacy by

moving the computation closer to the user. However, some

privacy challenges remain unsolved like, (i) the awareness of

privacy in the community where for example almost 80% of

WiFi user still use their default passwords for their routers

and (ii) the lack of efficient tools for security and privacy for

constrained devices [11].

C. Network management

Network management plays an important role in both edge

and fog paradigms, as it is the way to connect all smart

devices at the edge and ultimately provide available resources

by deploying more nodes. Since the nature of an IoT network
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consists of heterogeneous devices, which are highly dispersed

across large areas, an engaging task is to manage and maintain

connectivity. New emerging technologies like software-defined

networks (SDN) and network function virtualization (NFV)

are seen as a possible solution that may have a significant

impact on the network’s implementation and maintenance by

increasing the scalability and reducing cost [12].

Since both mobile and stationary devices coexist in the net-

work, it is essential to provide a seamless connectivity mecha-

nism in view of the volatile nature of the network. Therefore,

connectivity is another aspect of network management. This

mechanism must be able to easily connect/disconnect from

the network in order to accommodate the uncertainty created

by mobile devices. In addition, this promotes the increased

deployment of intelligent devices by both users and manufac-

turers without additional costs or expert knowledge.

The intelligent IoT integrator (I3) developed by USC [33],

aims to create a marketplace where users can share their

private data with different stakeholders and receive incentives.

The main advantage of this market is that it encourages users

to deploy more advanced devices, which in turn increase the

IoT network. Furthermore, a pool of data is provided to the

developers in order to improve their IoT applications.

V. TOWARDS A IOT APPLICATION PLATFORMS

As we are now acquainted with fog and edge computing

paradigms, as well as the challenges that each of these

architectures must overcome, in this section, we propose a

new use case that combines the two of them. It is a use

case deployed in a smart city scenario aiming to provide a

platform that offers users the possibility of customizing their

environments by downloading different IoT applications. An

overview of our proposed IoT platform is presented in Figure

7.

The platform is composed of a three-tier layer architecture,

i.e., edge, fog, and cloud respectively. The cloud layer contains

all the IoT applications models that a user can download.

Additionally, it offers the possibility for each user to test

their current IoT network and verify if any extra resources are

needed for a certain application they desire to download. Next,

the fog layer is in charge of managing the networks created by

each user, ensuring that the user has installed the edge devices

correctly. On top of this, the fog layer is responsible to assure

that the newly formed edge device network is secured and

trustworthy. This verification is performed by validating the

user and the edge network. Finally, the edge layer consists of

multiple edge devices where the application is installed after

the user downloads it. In this way, it ensures that any stringent

requirements are met and the quality of service is satisfied.

To achieve this behavior, the proposed system combines

two different resource management objectives, i.e., resource

allocation and resource discovery. Resource allocation is used

to install IoT applications at the edge of the network. For this

reason, we can deploy our decentralized resource management

system described in [34]. This is a decentralized edge resource

allocation techniques that deploy IoT applications at the edge

IoT Platform 

IoT application 

Fog  
Layer  

Edge 
Layer  

Cloud  
Layer 

User n edge
network

User 1 edge
network

(2)

Developer

User

(1)

Fig. 7. IoT platform overview

of the network is there are available resources. On the other

hand, to validate that indeed the user has the required resources

for an application in his edge network, a resource discovery

technique is implemented for that particular group of edge

devices. Combining these two techniques we can enable

seamless deployment of IoT applications at the edge of the

network.

With the help of such a platform, we envision a world

where general purpose edge devices are sold to the user and

enable them to build their own personal edge networks (1). By

general purpose devices, we refer to resource-constrained edge

nodes containing a set of sensors and actuators. It is important

to specify, that these devices have all their computational

resources available in the beginning when they were acquired

by the user. With such devices installed in their homes or

buildings, the owner can select IoT applications from the

platform and download them at the edge to satisfy a specific

situation (2), giving the possibility to customize as the owner

desire. For example, if the user wants to have a safer home, he

can download applications for smoke, leak and gas detection.

Furthermore, if there are pets living in the house, an IoT

application that controls the food dispenser or let the dogs

out can be installed. As a final example, a user can download

applications for healthcare monitoring if the owner requires

special care. In conclusion, we envision a world where edge

devices are bought and used as smartphones are used today.

VI. CONCLUSION

Two of the most prominent paradigms that researchers have

proposed to overcome the challenges that the actual cloud-
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centric state of the art faces are fog and edge computing.

Both share the same vision of migrating some computational

resources closer to the edge of the network. With such an ap-

proach, the stringent requirements of new IoT applications like

fast response time, better security and privacy, and increased

availability can be satisfied.

When first introduced, both paradigms were differentiated

by the IoT nodes placement in a network. On one hand, fog

computing aims to extend the cloud capabilities by creating a

cloud to things continuum by placing fog nodes closer to the

end users devices. On the other hand, edge computing pro-

poses a solution where an IoT application can be deployed on

the available resources found on edge devices like smartphones

and laptops. However, considering the big improvements of

IoT devices in the last couple of years, the premises of fog

and edge computing overlap. As a result, we conclude that fog

computing architecture consist of the same design as an edge

computing architecture.

Finally, to conclude our paper and show a combination of

fog and edge devices, we have introduced a smart city scenario

where users can select and download different IoT applications

from a platform to customize their homes.
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