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Abstract—In this paper, a deviceless edge computing solution is analysed in contrast to the

“traditional” edge server solution.Wecompare centralizedwith thedistributeddeviceless

approaches for horizontal offloadingof data andcomputations, andanalyze the

requirements of protocols to realize such solutions. Theproposeddeviceless solutionsare

moreenergy-efficient (IoTandedgedevicesmaywork for a longer periodwithout

recharging), providea scalable andelastic environment andextended fault tolerance.

& CLOUD COMPUTING IS a paradigm that has

transformed the vision of computing as a utility

into reality.1 However, even the exascale compu-

tational potential of cloud resources cannot be

efficiently utilized for applications and data sour-

ces that are distributed across geographically

distant locations.2 Transferring large amounts of

data to a centralized cloud over WAN networks

generates latencies that are higher than the

expected response for real-time distributed app-

lications. Apart from the large quantities of data,

a further challenge is that the Internet of Things

(IoT) devices, such as sensors, actuators, and

controllers,3 generate fast data. For example, an

ECG sensor streams data with sampling rates

higher than 100 samples per second, and each

sample is at least 2-byte integer number.4 The

streams of these massively distributed devices

can be processed into valuable information.

However, a huge amount of this data usually
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remains underused for data analytics applica-

tions as they cannot be transferred to the

cloud.

The emergence of edge computing allowed

moving the processing closer to data sources

instead of another way around. Intermediate

edge devices take responsibility for processing

and data storage instead of cloud servers,

which diminishes intensive data transfers,

thereby extending the life of IoT devices. Cloud

servers can be exploited only for services

and additional tasks not provided by the edge

devices.5 However, although the edge is an

appropriate paradigm for processing data near

its source, a surge in a number of available

data sources poses challenges to hosting suffi-

cient processing services on a single edge

device, due to its energy, computing, storage,

and communication limitations. Edge devices,

therefore, need to offload data or specific proc-

essing functions (computations) to other edge

devices or edge servers.6

In this paper, we continue our line of res-

earch towards realizing deviceless edge comput-

ing paradigm.6,7 We analyze a streaming IoT

device that needs to process data incoming at

high rate and volume. In addition, we assume

that a mobile edge device is wirelessly connected

to the IoT device on one side and to a cloud

server on the other side. As such a mobile edge

device is equipped with a limited energy source,

the challenge is to relieve it from complex proc-

essing and data storage duties as much as possi-

ble. This paper discusses the architectures of

edge computing solutions for streaming IoT,

where the edge device needs to horizontally off-

load data and processing. In particular, we will

address the deviceless architectures where the

offload is realized among various edge devices.

STATE OF THE ART
Various models of computation for scalable

IoT data processing have been proposed in

research. In particular, cloud-based data stream

processing (DSP) systems have been extended to

deal with IoT and the edge. Pu et al.8 developed a

system that scales DSP across multiple cloud

regions to enable low-latency geo-distributed

data analytics. Cardellini et al.9 have tackled

operational challenges of DSP over heteroge-

neous infrastructures, such as the QoS-aware

deployment of DSP operators onto decentralized

resources and have also discussed this in the con-

text of Fog computing architecture.10 To deal with

the challenges of IoT, Nardelli et al.11 later fused

these ideas with the computational paradigm of

Osmotic Computing12 into the Osmotic Flow

model. While these approaches provide solid

models of computation in the context of IoT

and edge computing, they do not address the

architectural challenges of scaling such systems

to the edge.

Another related field of research, which

underpins our approach presented in this paper,

is deviceless edge computing paradigm.7 Device-

less edge computing extends the serverless para-

digm to the edge of the network, enabling IoT and

edge devices to be seamlessly integrated as appli-

cation execution infrastructure. Recently, similar

approaches attempting to enable function execu-

tion (FaaS) at the edge have emerged.6,13,14 Com-

pared to such approaches, which deal with

fundamental aspects of the deviceless paradigm,

our approach deals with a particular problem of

supporting the IoT streaming applications form

the architecture perspective.

USE-CASE SCENARIOS AND
RESEARCH CHALLENGES

A wearable ECG sensor acting as a streaming

IoT device and smartphone as an edge device is

an example of a typical use-case scenario. The

sensor, equipped with two ECG electrodes, is

worn on the patient’s chest. In order to save the

battery on the sensor, all data are transmitted

via a Bluetooth low energy protocol to the

patient’s smartphone. Data is received by the

smartphone application, analyzed and results

presented to the patient. In addition, data are

transmitted to the server for permanent storage

and extended analysis.

Data analytics functions on the smartphone

application include temporary storage, interpre-

tation of data samples, alerting in a case of inter-

rupted monitoring, and identified arrhythmia.

The most challenging problems in this use

case occur if the smartphone detects insufficient

resources, such as the inability to calculate all
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functions and respond in real-time, low battery

level, or small storage capacity. This prompts an

offloading of certain functions to other comput-

ing devices. Either storage or processing capa-

bilities may be offloaded in this scenario.

The identified offloading problem may be

resolved by a 1:N mapping, where a certain num-

ber of edge devices (smartphones) or edge serv-

ers located nearby may take the responsibility

to calculate a different function specified in the

application.

The next scenario shows an N:1 mapping,

where a number of IoT devices (ECG sensors)

contact a single edge device (tablet). In case of a

disaster, such as an earthquake or a fire, an

emergency medical team has to examine numer-

ous patients on the spot, assess in real time the

seriousness of injuries and determine priorities

for administering medical assistance and trans-

porting patients. A set of sensors are attached to

the patients at the disaster location to monitor

vital functions. The members of the medical

team use a tablet to inspect the processed data

and make critical decisions on the spot.

Again, a problem might arise if the tablet is

not able to process the streaming data of all con-

nected sensors and needs to offload certain func-

tions to another tablet, or to the edge server at

the ambulance vehicle using the same WiFi or

LAN connection.

The problems identified in these two use-

case scenarios can be summarized to offloading

a system function and/or data to another edge

device or edge server. The associated research

challenges include at least the following:

� architecture How to design the data flow in

the edge computing solution?

� availability How to detect insufficient

resources?

� collaboration How to contact neighboring

edge devices?

� compatibility How to find if an edge device is

capable of taking over a system function?

� delegating How to transfer a certain function

to another edge device?

Most of these challenges may be solved by a

scheduling algorithm in the edge computing

architecture, i.e., by finding an edge device and

rescheduling a certain system function to it.

Although one may find that a simple round

robin principle will provide an uncomplicated

and yet efficient solution to this problem, it

still remains far from trivial. For example, dur-

ing the runtime procedure of one edge device

taking over a processing function from

another edge device, what if the pairing (con-

nection) to the IoT source is not successful,

or the function cannot be realized due to the

inability of the new edge device to success-

fully execute the corresponding algorithm? In

this paper, we elaborate concept ideas on

architecture and protocols needed to estab-

lish such a solution.

OVERVIEW OF EDGE COMPUTING
ARCHITECTURES

In this section, we first discuss the conven-

tional cloud-based IoT architectures and then

present several approaches for realizing device-

less computing solutions. The corresponding

protocols and scenarios are designed for use

with streaming IoT devices.

Traditional Cloud-Based IoT Solution

A typical cloud-based architecture is based

on two layers, the lower layer with end-user devi-

ces (IoT devices) and the upper layer with the

cloud servers.

Note that the IoT devices need to communi-

cate to the cloud server via local area network

(LAN), radio area network (RAN) including 3G/

4G/5G mobile network, and wide area network

(WAN). The energy consumption needs to be rel-

atively high to enable uninterrupted perfor-

mance. Thus, these IoT devices are mostly

stationary and equipped with a continuous

power supply.

In the case of a static IoT sensor that pro-

vides and/or consumes data occasionally, such

as measuring temperature, or controlling an

access to a door, a very small quantity of data is

exchanged between the cloud and the IoT de-

vice. However, a problem arises in the case of a

streaming IoT device, such as a sensor that gen-

erates large quantities of data at a high rate that

need to be transferred to the cloud.

The conventional cloud-based architecture

cannot cope with the increased demand for data
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transfer. In addition, if the IoT device is a mobile

device wirelessly connected, then it does not

have a sufficient power supply and this architec-

ture will not be able to support an energy effi-

cient, sustainable solution.

Edge Computing Architecture

A potential solution to the previously ana-

lyzed problem is an edge-centric solution. An

edge computing architecture is a cloud-based

computing architecture, where the computing

and data storage are located closer to the user/

data source.

Practically, another intermediate layer (edge

layer) is introduced between the cloud and IoT

layers. The IoT device offloads data to an edge

device (in the upper layer) in order to cope

with the storage and processing requirements.

Therefore, the IoT device does not perform any

computations and saves energy for extended

performance. The edge device performs the co-

mputations and returns results to the IoT device.

Although most of the services are performed by

the edge device and results are transferred back

to the IoT device, the edge device still needs

to transfer data to the cloud server for exten-

ded processing and exchange in a collaborative

environment.

Extended Edge Computing Architecture

for Streaming IoT

The previously presented architectural solu-

tion cannot cope with the situation when the

edge device cannot perform the required serv-

ices, e.g., in the case of mobile edge devices with

limited resources and wireless connectivity. In

order to preserve energy, the edge device will

want to distribute the processing task to other

devices. The first architectural solution that sup-

ports such offloading is the vertical edge comput-

ing architecture presented in Figure 1.

A more powerful edge server is located above

the edge device and takes responsibility for per-

forming the bulk data storage and complex oper-

ations so that the edge device is relieved and

performs only (basic) essential processing serv-

ices and acting mostly as a data transfer hub

between the IoT devices and the edge server.

The edge device communicates with the IoT

devices using Bluetooth, ZigBee, ultrasound, or

similar PAN communication technology. On the

other side, it communicates with the edge server

via WiFi, 3G/4G, or other LAN/RAN technology.

This enables the IoT device to spend only a small

portion of its stored energy to transfer data to a

nearby edge device, which is taking care to

transfer data to a more distant edge server.

Figure 1. Vertical edge computing architecture for a streaming IoT solution.
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A more promising solution is based on our

deviceless edge architecture.6,7 This architecture

does not require explicit management of edge

devices and/or servers, and offloading is realized

horizontally to nearby edge devices (Figure 2).

MODELING A DEVICELESS
SOLUTIONS FOR STREAMING
IOT APPLICATIONS

In this section, we describe and discuss

the communication and horizontal offloading

models for IoT and edge devices in a deviceless

edge computing architecture.

Functional Model

An abstract model of the IoT device includes

just the streaming data output at a specific sam-

pling frequency (that determines the data veloc-

ity) where each data sample has a predefined bit

resolution (that defines the streaming data vol-

ume). One can assume that this fits in the Big

Data definition, assuming that the other V prop-

erties (Value, Variety, and Veracity) are not rele-

vant for this abstract model. Actually, we

consider only fast-moving data, where all data

items are of the same type (no variety), and

trustworthiness to data (veracity) is high,

assuming that the noise is eliminated. Value

property refers to a high ability to extract infor-

mation out of data.

An edge device abstract model includes

connectivity to an IoT device and

transferability to another edge device, both

with certain data velocities and volumes. The

ability of an edge device to receive and send

data as input and output depends on the net-

work delay and throughput of the correspond-

ing PAN or LAN networks.

Coordination Protocols for Offloading

and Scheduling

In the deviceless paradigm, one of the re-

quirements is that the edge device needs to

communicate with other edge devices and

decide whether to offload data and computa-

tions to them. This was not required in the ver-

tical edge computing solution since the

transfer is directly realized from the edge

device to the edge server.

Every edge device can play different roles

in this model: gateway, processor, or both. A gate-

way terminates one or more IoT devices and

plays the role of data acquisition and retransmis-

sion. The processors represent nodes that are

capable of data processing. Both roles are sub-

ject to horizontal offloading but can be managed

by integrated or separate scheduling processes.

A number of protocols/algorithms are critical

to the establishment and functioning of the

deviceless edge solution, including the following:

� Discovery – used to establish the distribu-

ted system of edge devices (eg., mDNS,15

uPNP16);

Figure 2. Horizontal edge computing (serverless) architecture of a streaming IoT solution.

January/February 2019 41



� Election – used to select the master sched-

uler device among all edge devices in a local

network (e.g.,17);

� Coverage – used to gather visibility and co-

mpatibility information across edge devi-

ces and sensors (e.g., based on LEACH,18

CCP19);

� Scheduling – used by devices for scheduling

and rescheduling operations, functions, and

responsibilities among edge devices, in order

to optimally distribute the workload (similar

to MLBS, STG, VSG, ILR20).

The scheduling task involves many subtasks,

where specific protocols can be used in the ho-

rizontal, deviceless edge computing solution,

including:

� Compatibility check, used by an edge device

to communicate with the neighbors to

exchange property information and check if

they are compatible to take over a specific or

complete functionality from the asking edge

device;

� Handover, when an edge device (gateway)

starts negotiation with another edge device

to take over operations;

� Migration, when an edge device (processor)

delegates another edge device to perform a

specific operation.

There are three approaches for the realization

of horizontal offloading used in such a deviceless

scenario, which are based on P2P approaches:

decentralized, distributed, and hybrid.

The decentralized solution is based on the

election of a master scheduler device that moni-

tors the performance of edge devices, as pre-

sented in the left part of Figure 3. One edge

device is assumed to be the master

(coordinator) and takes the role and responsibil-

ity of coordinating coverage and scheduling

tasks in the local network.

The distributed solution is also a kind of an

unstructured P2P overlay network, as presented

in the right part of Figure 3, where there is no

master scheduler device, and nodes distribute

the coverage information between each other in

order to consensually coordinate and implement

the scheduling task.

Both the centralized and decentralized solu-

tions have pros and cons. For example, themaster

node in a centralized solution has the full view of

the edge network and can thus employ the most

efficient scheduling algorithm. The decentralized

solution, on the other hand, provides high scal-

ability. The pros of both approaches can be

achieved by a hybrid solution.

Instead of having a single master node, the

nodes will choose an arbitrary number of master

nodes depending on the total number of edge

devices. Master nodes are connected to each

other through a high-speed LAN and each of

them will be responsible for a group of edge

devices. In this architecture, in case a consider-

able number of devices under one master node

require offloading, the supervising master node

can contact other master nodes for a list of edge

devices capable of accepting part of the load.

Advantages

Our deviceless solution for streaming IoT

applications offers a number of advantages over

the “traditional” architectures, including:

� Energy efficiency – Energy efficiency is

achieved on multiple levels. On the physical

architecture level, IoT devices consume

smaller amounts of energy and can perform

longer without recharging, since PAN

Figure 3. Centralized (left part) and distributed (right part) horizontal edge computing (serverless)

architecture for a streaming IoT scenario.
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networking requires less power. Edge devi-

ces are also more energy efficient and can

perform longer without recharging, since

they principally act as a hub between the IoT

devices and cloud servers.

� Scalability and elasticity – The edge comp-

uting solutions can scale easily. Realizing

the negotiation protocol and assigning tasks

to other edge devices is the key prerequ-

isite to achieving elastically scalable dev-

iceless systems. For example, this can be

realized dynamically by using the proposed

solutions.

� Increased fault tolerance – Once the master

scheduler device finds an edge device that

does not perform the required functions, it

can delegate these functions to another edge

device. However, this is also a trait of the dis-

tributed approach.

CONCLUSION
In this paper, we described several typical

use cases of employing IoT devices in stream-

ing scenarios and discussed different archit-

ectural approaches to tackling the associated

challenges. We have analyzed two edge com-

puting architectural approaches: 1) our previ-

ously introduced deviceless approach, where

all edge devices collaborate on the same archi-

tectural level in order to provide extended

functionalities; and 2) a four-layer edge server

approach, where the edge servers are located

one architectural level above the edge devices

as intermediate computing devices to reach

the cloud server.

The main differences are found in data and

computation offloading. In our deviceless solu-

tion, the offloading is horizontal—to other

edge devices in the same architectural level.

In the edge server solution, the offloading is

always vertical—to a more powerful server

(or eventually the cloud) at a higher architec-

tural level.

Device abstraction modeling was introduced

and properties were specified both for the IoT

and edge devices. We discussed how the device-

less solution can offer several advantages, such

as energy efficiency, scalability, and elasticity

and increased fault tolerance.

The introduced model will be used as a moti-

vation for future activities, such as defining a

more detailed specification of the presented pro-

tocols, in order to build a simulation model to

verify the expected performance advantages, as

well as to further advance our concept of device-

less edge paradigm.
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