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Abstract—Fog computing enables the execution of loT applications on compute nodes which reside both in the cloud and at the edge
of the network. To achieve this, most fog computing systems route the loT data on a path which starts at the data source, and goes
through various edge and cloud nodes. Each node on this path may accept the data if there are available resources to process this data
locally. Otherwise, the data is forwarded to the next node on path. Notably, when the data is forwarded (rather than accepted), the
communication latency increases by the delay to reach the next node. To avoid this, we propose a routing mechanism which maintains
a history of all nodes that have accepted data of each context in the past. By processing this history, our mechanism sends the data
directly to the closest node that tends to accept data of the same context. This lowers the forwarding by nodes on path, and can reduce
the communication latency. We evaluate this approach using both prototype- and simulation-based experiments which show reduced
communication latency (by up to 23 percent) and lower number of hops traveled (by up to 73 percent), compared to a state-of-the-art

method.

Index Terms—Fog computing, edge computing, Internet of Things, context-aware, 10T applications

1 INTRODUCTION

HE proliferation of the Internet of Things (IoT) has
Tincreased significantly the number of Internet-connected
devices, and consequently the amount of data that travels
through the Internet [1], [2]. This data can overwhelm the
network in the centralized cloud paradigm, potentially
causing latency- and bandwidth-related issues [3]. To cope
with such issues, fog computing proposes the utilization of
both cloud and edge compute nodes [4], [5]. This may hin-
der the accumulation of data in one central location, reduce
the communication latency, and improve bandwidth utili-
zation because the computations of the IoT data can also be
performed close to the data sources [6].

To achieve such benefits, many fog computing systems
route the IoT data on a path which starts at the data source,
and goes through various edge and cloud compute nodes
until the data is accepted for processing [7], [8], [9]. The
compute nodes on this path are usually assumed to be
ordered based on their proximity to the data source. Thus,
the first compute nodes are able to process the IoT data with
low communication latency, but this latency increases when
nodes farther along the path are utilized for the process-
ing [10]. This way, the compute node closest to the data
source with adequate available computational resources, is
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utilized for processing the IoT data with low latency. Typi-
cally, the compute nodes at the edge of the network inte-
grate limited computational resources [11], [12]. As a result,
only a fraction of the IoT data is accepted by nearby com-
pute nodes (i.e., the first nodes on path), while the rest of
the data is more likely to be processed in a remote cloud
node [13].

In such systems, every time a compute node forwards the
IoT data, the communication latency is increased by both
the time required by a compute node to decide whether to
accept the data or not, and the time needed to reach the next
node. Therefore, this latency accumulates while the IoT
data is forwarded by nodes on path. Furthermore, routing
the data through intermediate nodes (rather than directly)
to the compute node that accepts it, may increase the num-
ber of network hops traveled, and potentially the utilization
of network bandwidth [14].

To counter these problems, we propose a mechanism for
context-aware routing in fog computing systems. Instead of
routing the IoT data along the path of compute nodes until a
node with adequate resources is found, our mechanism aims
at sending the data directly to that node. This eliminates the
overhead of sending the data through intermediate nodes,
and consequently lowers the communication latency of per-
forming IoT computations. Since the target node is not
known a priori, our mechanism relies on the context of the
data, and on information from previous transmissions.
Based on these, the proposed mechanism first examines
which compute node has accepted data of the same context
in the past. Then, the IoT data is routed on a path that starts
from that node, thereby bypassing other compute nodes that
typically forward such data due to not having enough avail-
able computational resources to process it.

Our contributions include a system model for executing
IoT applications in fog computing systems, and a mecha-
nism for realizing the proposed context-aware routing. In
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addition, we implement and evaluate concrete strategies
that can be used in our mechanism for selecting nodes with
available resources, in particular, based on predictive meth-
ods such as Reinforcement Learning (RL). To show the ben-
efits of our approach, we build a fog computing system
using real-world geographically distributed compute
nodes, and we perform an extensive prototype- and simula-
tion-based evaluation considering a smart energy applica-
tion. According to our results, context-aware routing lowers
the communication latency of sending IoT data by up to 23
percent, and reduces the hop count by up to 73 percent,
compared to a state-of-the-art method.

The rest of this paper is organized as follows: In Section 2
we discuss related work. Afterwards, in Section 3 we pres-
ent a system model for executing IoT applications in fog
computing systems, and in Section 4 we propose a novel
mechanism for context-aware routing in such systems. Sub-
sequently, Section 5 presents an evaluation of the proposed
mechanism by comparing it to a baseline method, and Sec-
tion 6 concludes this paper and proposes promising
research directions for future work.

2 RELATED WORK

There are various approaches in the literature that propose
mechanisms for enabling compute nodes of fog computing
systems to either accept IoT data and process it, or to for-
ward the data to other compute nodes. For instance, Tong
et al. [8] propose a mechanism for forwarding peak work-
loads from mobile devices to compute nodes towards the
cloud in order to increase the computation capacity of a sys-
tem which includes various edge and cloud nodes. Che-
kired et al. [15] present a mechanism for processing
industrial IoT data based on priorities such that high prior-
ity data is processed on compute nodes close to the edge,
and low priority data is forwarded towards the cloud. Asci-
gil et al. [7] propose a system with various compute nodes
on the path from the edge to the cloud, and design a mecha-
nism based on deadlines, to either accept or forward a
workload. Mortazavi et al. [9] design a platform which
assumes that network devices between the edge and the
cloud act as compute nodes, and are able to process the data
on a path towards the cloud.

Notably, the aforementioned approaches assume that the
data is routed on a path from the edge towards the cloud,
and propose mechanisms to enable the compute nodes on
path to either accept or forward this data. However, none of
these approaches considers bypassing compute nodes on
path to avoid the extra overhead. For this reason, the work
at hand presents a mechanism that takes into account the
context of the IoT data for avoiding busy compute nodes on
path in order to process the data with reduced communica-
tion latency, as discussed in Section 1. Other approaches
from the literature which leverage the context of the IoT
data in order to perform IoT computations efficiently, are
discussed below.

Mahmud et al. [16] propose an application placement
policy for fog computing systems which aim at facilitating
industrial applications. This policy considers the context of
the IoT data for coordinating the workload of the IoT devi-
ces with the compute capacities of the nodes in order to

minimize the service delivery time. However, the authors
do not take into account that the context of the IoT data can
be further leveraged for routing the data to compute nodes
with available computational resources, which is the scope
of our work.

Mononen et al. [17] discuss a system for executing appli-
cations on distributed compute nodes. In this system, the
compute nodes utilize a mechanism that leverages the con-
text of the data to avoid sending unnecessary information to
the cloud in order to reduce the network traffic. In our
work, we also allow sending data only to nearby compute
nodes. However, in addition to that, we enable the IoT data
to bypass nearby nodes, in case these nodes are not able to
execute the required computations. This may lower the
overhead of forwarding IoT data through the various com-
pute nodes of a fog computing system, as discussed in
Section 1.

Roy et al. [18] present an approach for storing only the
context of the IoT data in nearby compute nodes, i.e., not
the actual values of the data. This context is then shared
among all the nearby compute nodes periodically, in order
to facilitate unified IoT applications. However, the authors
do not consider using the context for sending the IoT data
directly to compute nodes with available computational
resources, which is the scope of our work.

Akbar et al. [19] present an architecture for stream proc-
essing in the IoT. The authors propose a mechanism that uti-
lizes the context of the IoT data, which is acquired from
previous transmissions, in order to define threshold values
needed by complex event processing engines. In our work,
we also use previous transmissions for defining the context
of the data. However, in contrast to the work by Akbar ef al.,
we use the context to change the routing paths of the data,
and to improve the efficiency of the system.

Wiener ef al. [20] describe a conceptual architecture for
context-aware stream processing in fog computing systems.
In this work, the authors propose relocating the applications
according to the changes in the context of the IoT data. In
our work, instead of relocating the applications, we use the
context of the data to change the routing paths, and to send
the data directly to compute nodes that can perform the
required computations.

To summarize the discussion, there are various approaches
in the literature which leverage the context of the data in order
to improve performing computations in the IoT. However, to
the best of our knowledge, none of these approaches considers
a context-aware routing mechanism for fog computing sys-
tems. In the work at hand, we design and implement a con-
text-aware routing mechanism that provides reduced
communication latency and improved bandwidth utilization
compared to a state-of-the-art method which is based on pre-
viously discussed approaches (such as [9] and [7]).

Finally, there is related work from the field of cloud com-
puting, which considers a centralized scheduler that main-
tains a global view of the system, i.e., the addresses of all
the candidate compute nodes are known a priori [21]. Such
a scheduler is able to perform application placement, usu-
ally based on optimization logic, so that each application is
instantiated on a specific compute node, and the data is sent
to that node directly (i.e., without traveling on a path of
multiple nodes). Notably, such approaches have also been
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applied to computing systems that include both cloud and
edge compute nodes [22]. In such systems however, main-
taining a global view may become infeasible or prohibi-
tively costly, e.g., due to their scale (which may be too large
to be centrally coordinated) [23], or their dynamicity (which
results in nodes joining/leaving concurrently) [24], [25],
[26]. To avoid such issues, many approaches consider that
fog computing systems are not centrally orchestrated, and
no node maintains a global view of the system [8], [9].
Instead, each node maintains only few neighbors, i.e., a lim-
ited view of the system, and the data is propagated in the
system on a path through these neighbors [27]. For such sys-
tems, we design a mechanism that enables the IoT data to be
sent directly to appropriate compute nodes even without a
central scheduler component. To achieve that, we leverage
the context of the IoT data, and a history of previous trans-
missions that stores which context is typically accepted by
each node.

3 SYSTEM MODEL

In this section, we present a system model for executing IoT
applications in nearby and remote compute nodes based on
fog computing principles. This system model includes the
arrangement of the compute nodes, the flow of the data
with regard to the execution of the applications, and the
type of IoT applications that we consider. Specifically, our
model is based on the fog computing model provided by
the OpenFog Reference Architecture [28], which has been
adopted in the IEEE 1934-2018 standard. We base our sys-
tem model on this architecture due to the wide variety of
applicable use cases which may target smart cities and
smart grids, intelligent hospitals and healthcare, intelligent
factories and logistics optimization, among others [28], [29].

In our system model, there can be various compute
nodes which span from the edge of the network where the
IoT devices reside, until the cloud. We refer to the entirety
of the participating compute nodes and devices as a fog
computing system [27]. An example of a fog computing sys-
tem is depicted in Fig. 1.

As shown in this figure, a fog computing system can
include multiple compute nodes which reside either in the
cloud or at the edge of the network [30]. The cloud compute
nodes are nodes in data centers that may be located far
away from the IoT devices. The edge compute nodes repre-
sent available computational resources at the network edge,
e.g., access points, base stations, or specialized edge nodes
offered by cloud providers (such as the edge zones by
Microsoft [31]). Commonly, all of these compute nodes com-
municate with each other by forming hierarchies over the
Internet [27], [30], as shown in Fig. 1.

The IoT devices are located at the bottom of the hierar-
chy, and physically close to the edge compute nodes[32].
These devices integrate sensors and /or actuators in order to
sense and/or interact with the surrounding environment [5].
The IoT devices are usually resource-constrained, and may
not integrate enough computational resources to implement
the necessary communication protocols for interacting with
the compute nodes directly (e.g., using an application layer
protocol such as HTTP) [33]. For this reason, a gateway is
used [28]. This gateway provides two interfaces: One

Cloud

Edge

()

Y ek
IoT

Fig. 1. A fog computing system with edge and cloud compute nodes.

interface is for the communication with the IoT devices
(commonly using low-power wireless protocols such as Zig-
bee or Bluetooth [34]). The other interface is used for the
communication with compute nodes over the Internet [35].
The gateway may also be able to act as a compute node, in
which case the second interface might not be used if only
the local computational resources are utilized for executing
the required computations.

A fog computing system may consist of multiple com-
pute nodes, gateways, and IoT devices. Notably, Fig. 1
depicts the communication between IoT devices and one
gateway, and also the gateway and compute nodes. This is
done for simplicity because other devices and nodes form
similar hierarchical paths towards the cloud. Each layer of
the hierarchy provides additional computational resour-
ces [28]. Typically, the compute nodes close to the IoT devi-
ces provide limited computational resources with low
communication latency [28]. The compute nodes which are
farther along the path, on the other hand, are able to provide
more or even (virtually) unlimited computational resources.
Nevertheless, the communication latency to reach these
compute nodes also increases due to the longer network
paths [36]. Because of the virtually unlimited resources of
remote cloud nodes, we assume that the last compute node
on path is always a cloud compute node which is able to
accept any application request [14].

3.1 loT Data Flow

The flow of the data in this system model starts at the IoT
devices which generate the IoT data using sensors [37], [38].
The IoT data is then sent to the gateway which encapsulates
this data into an application request. An application request
consists of the necessary information to request the execu-
tion of a computation from a compute node [39]. This
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includes an application identifier indicating the specific
application to be instantiated, and the IoT data to be used as
input for this application. The application identifier is
selected based on the identifier of the sensor that generated
the data. The association between sensors and applications
is configured in the gateway when deploying the IoT devi-
ces. This configuration can be altered when new IoT devices
and/or new applications are deployed. Thus, the gateway
receives the IoT data, creates an application request by add-
ing an application identifier, and sends this request to a
compute node in proximity.

Each compute node in a fog computing system is able to
receive application requests through an interface. Upon the
arrival of such a request, the node examines the utilization
of its local computational resources. Based on this, the node
decides whether to instantiate an application (e.g., using
software containers or virtual machines) and process the
data, or to forward the application request to the next com-
pute node upwards the hierarchy (in a depth-first man-
ner [8]). Thus, similar to related work (e.g., [7], [8], [27]), we
assume that each compute node (and also the gateway) is
able to communicate with a node in the higher hierarchical
layer.

When a compute node accepts an application request
and the required files to instantiate the application are not
available locally, the node downloads these files (which are
located using the application identifier) from a repository
which contains all the applications (e.g., Docker hub). We
assume that every node needs to download the files only
once at the beginning of each application [40]. For this rea-
son, we consider that the download overhead is negligible.

If a node cannot download the requested application
(e.g., due to limited permissions), the application request is
forwarded to the next node. For example, applications
related to monitoring and storing, may be eligible for execu-
tion only in the cloud, because the cloud can act as a point
for central monitoring [41]. The application which handles
the final processing of the data, sends the final output to the
gateway (for actuating commands) and/or to the cloud (for
monitoring and storing purposes).

The output of executing an application request can be:
raw information to be stored in the cloud (e.g., for monitor-
ing), an actuation command to be sent to an IoT device, or a
new application request. This depends on the logic and
function of each application [27]. In case the output is an
application request, this request is first examined locally,
and if there are not enough available computational resour-
ces, it is forwarded to the next node upwards the hierarchy.
The reason that the request is forwarded upwards G.e.,
towards the cloud) is that since a compute node has
received an application request, it is expected that the com-
pute nodes lower in the hierarchy are less likely to accept
the new request (e.g., due to being busy) than the compute
nodes upwards.

3.2 Application Model

The core of the previously discussed system model (i.e.,
with compute nodes that form paths of edge and cloud
compute nodes) has been deemed suitable for addressing
various use cases such as: IoT analytics, wearable cognitive

D= —O—1)

Sensor Application  Application Command

Fig. 2. Example of the application model.

assistance, augmented reality, image processing, intelligent
transportation systems, interactive networked gaming, and
industrial manufacturing [7], [8], [9], [15]. To represent such
use cases, we consider an application model that consists of
multiple applications which can be executed in a distributed
manner, and work towards a common goal [36], as shown
in Fig. 2. Initially, a sensor, e.g., a gas meter in case of an IoT
smart energy application, generates measurements. These
measurements are then processed by various applications
which may be related to anomaly detection, cost optimiza-
tion, etc. The output of these applications can be a command
such as: to store information in the cloud, to turn on/off the
heating, to send a smartphone notification (e.g., regarding
leaks), etc. In our system model, the measurements are sent
to the gateway which sends this data on a path towards the
cloud. When an actuation command is generated (by an
application), it is sent back to the gateway and subse-
quently, to the target IoT device. In this manner, a wide
range of use cases that involve input from sensors, process-
ing from different applications, and output related to com-
mands (e.g., send notification, store, or actuate), can be
represented by our application model.

Notably, in this system model the application provider is
responsible for providing, maintaining, and configuring the
IoT devices, the gateway, and the compute nodes. The same
model can also be applicable to a system which uses only a
remote cloud compute node, i.e., by following the central-
ized cloud computing paradigm. Nevertheless, there are
various aspects of this model which favor a system that uti-
lizes distributed nearby and remote compute nodes. For
example: the way that application execution is requested
(i.e., using the input data along with an application identi-
fier), the use of multiple applications which can be executed
on different compute nodes, the permissions of the compute
nodes to download and execute different applications, the
use of a repository which hosts all the files of the applica-
tions, and is accessible from the compute nodes. Thus,
when using such a system model, an application provider is
expected to be owning/leasing/renting and employing var-
ious distributed compute nodes.

4 A RoOUTING MECHANISM FOR FOG COMPUTING

Based on the system model discussed in Section 3, in the
following we present a novel mechanism which considers
the context of the IoT data in order to route application
requests to the compute nodes of a fog computing system.
To this end, first we discuss the conceptual foundation of
the proposed mechanism in Section 4.1, and after that in
Section 4.2, we describe how the proposed mechanism can
be implemented. Finally, Section 4.3 discusses a concrete
predictive method that can be used within our mechanism
in order to select the closest compute with available
resources.
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4.1 Conceptual Foundation

Unlike alternative approaches from the literature (discussed
in Section 2), which route the IoT data on a path from the
edge towards the cloud as shown in Fig. 3a, our approach
aims at sending the IoT data directly to the closest compute
node with available computational resources. To achieve
that, we design a routing mechanism for the gateway.
According to this mechanism, the gateway determines which
compute node is more likely to accept an application request.
Then, based on this information, the gateway sends the
application request to that compute node directly. Thus, as
shown in Fig. 3b, the gateway of the proposed approach is
able to send data directly to each compute node of the sys-
tem. In case the selected node cannot accept the application
request (e.g., due to dynamic factors such as the availability
of computational resources), the proposed mechanism falls
back to the traditional routing approach (as shown in
Fig. 3a). This means that after the initial transmission of an
application request, i.e., from the gateway to a selected com-
pute node, this compute node either accepts the request, or
forwards to the next node upwards the hierarchy, as dis-
cussed in Section 3.

The aim of this logic aligns with two prime goals of
fog computing [6], [25]: i) To reduce the latency of send-
ing IoT data. ii) To improve the utilization of the avail-
able network bandwidth. Considering these two goals,
we make the following key observations regarding tradi-
tional routing (i.e., when routing the data on a path
towards the cloud):

e When the IoT data is sent towards the cloud, it is
expected that a compute node close to the gateway
accepts and processes the data. However, consider-
ing that the compute nodes at the edge of the net-
work have limited computational resources [42], and
that the amount of data and computations from the
IoT keeps increasing significantly [1], it is likely that
only a fraction of the IoT data is actually processed
at the edge of the network. The rest of the data, try-
ing to find the closest compute node with available
computational resources, is forwarded closer to the
cloud. Thus, in traditional routing, a big part of the
IoT data is processed by compute nodes with com-
munication latency that has been increased by all the
previous nodes that examined and forwarded the
application requests due to not having available
computational resources.

e When an application request is sent, e.g., from a
gateway A to a compute node D, this request is sent
based on a routing algorithm, e.g., using the border
gateway protocol that finds the best routing path
from A to D [43]. However, when a request is routed
through other nodes, e.g., from A to B to C to D,
even though each transmission (e.g., A to B, B to C,
and C to D) is routed through the best path, the
transmission to the final node (i.e., from A to D) may
include detours in case B and C do not exist within
the best path from A to D. Thus, if the utilized net-
work path to a compute node that accepts an appli-
cation request includes detours, it is likely that both
the communication latency and the bandwidth

(¢

N

)

(a) Traditional (b) Proposed

Fig. 3. Routing approaches in fog computing systems: (a) shows a gate-
way which sends data through compute nodes, whereas (b) shows a
gateway which is able to send data directly to each compute node.

utilization are increased because the best path has
not been followed.

Our approach aims at enabling the gateway to send each
application request directly to the closest compute node
with available computational resources. This may help: i) to
limit the communication latency due to avoiding the for-
warding by nodes on path, and ii) to improve bandwidth
utilization by avoiding network detours.

4.2 Context-Aware Routing
4.2.1 Prerequisites

To design a routing mechanism for fog computing accord-
ing to the logic presented in Section 4.1, we leverage the
context of the IoT data. To define context, we build upon
the literature of context-aware computing, in which the
applications are able to use information gleaned from differ-
ent parts of the system in order to adapt their behavior [44].
Thus, by leveraging such information for routing, which is
the goal of our work, we aim at adapting the routing paths
of the data, in order to improve the network performance of
fog computing systems [44].

In context-aware computing systems, it is usually the
sensors that provide information which is considered as
context [45]. Despite that, it has been observed that the
notion of context in a system, may be consisting of different
information that is correlated and interdependent. There-
fore, in some cases (such as for learning and predicting pur-
poses, or for decision making) the context should consider
information from different parts of the system [46]. In our
system, the context should represent the amount of compu-
tational resources which are needed for accepting an
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application request. This way, there can be a relation
between the context of an application request, and the com-
pute node that typically accepts it, i.e., the node that usually
has enough available resources to accept it.

For this reason, in this work we define as context the
combination of the sensor identifier (of the sensor that gen-
erated the data), and the application identifier (of the appli-
cation that is needed for processing the data). These are
both common parameters in IoT systems [47]. We define the
context in this manner because the sensor data alone may
not hold enough information to indicate the required
resources, since this also depends on the tasks of the appli-
cation (e.g., for the same input data, an application that
applies a filter may need less resources than an application
that trains an artificial neural network). Similarly, an appli-
cation identifier alone may also not be enough to indicate
the required resources, because this also depends on the
input data. The amount of input data used in each applica-
tion request, is assumed to be consistent for each applica-
tion, e.g., an application that applies a filter on an image, is
expected to always receive the same number of images per
application request. We make this assumption so that the
amount of data per application request, does not affect (sig-
nificantly) the required resources to accept this request.

This way, by combining the sensor and application iden-
tifiers, we consider that the context can be representative of
the amount of computational resources required for execut-
ing an application request. According to this context defini-
tion, we design a mechanism for the gateway, which keeps
a history of the compute nodes that accept application
requests, along with the context that each compute node
accepts. This way, every time the gateway is about to send a
new application request, the history is examined in order to
find the compute node that usually accepts requests of the
same context, i.e., the compute node that usually has suffi-
cient available computational resources for executing an
application request of the same context.

Presumably, our work relies on the assumption that a
compute node which accepts data of a particular context, is
likely to accept such data again in the future. We claim that
this a reasonable assumption in fog computing systems
because the farther along the path the IoT data travels, com-
pute nodes with additional computational resources are
found [28]. Therefore, the probability that an application
request is accepted, increases while the data is forwarded
along the path. Notably, this probability depends also on the
current load of each compute node, and the amount of
computational resources needed for accepting an application
request. Since the load of the compute nodes is not known at
the gateway, we rely on the latter. Thus, we leverage the con-
text of the IoT data, because it is considered representative of
the computational resources needed for accepting an applica-
tion request. This is discussed further in Section 5.2.2 with
results which support that in a path with an increasing prob-
ability of accepting the data, it is the same compute nodes
that tend to accept application requests of the same context.

4.2.2 Proposed Approach

Fig. 4 shows the high-level architecture of the components
that we place in the gateway in order to implement the
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Fig. 4. The high-level architecture of the proposed mechanism.

proposed mechanism. The application identifiers compo-
nent stores the identifiers of the applications that are
needed for processing the data from each sensor. This
component is assumed to be preconfigured, as discussed
in Section 3. The compute nodes component stores the
addresses of compute nodes along with the context of
the application requests that each compute node has
accepted in the past. Initially, this component is assumed
to have the address of a compute node in proximity, as
discussed in Section 3.

The functionality of the proposed mechanism is trig-
gered by sending a set of data that requires processing,
along with the sensor identifier, to the application request
creator, as shown in Fig. 4. It is also possible that the set
of data consists of subsets of data that have been gener-
ated by more than one sensor. In this case, each subset
is accompanied by a sensor identifier. The application
request creator compares the sensor identifier(s) of the
received data with the sensor identifiers of the applica-
tion identifiers component, and creates an application
request with the match (by adding the application identi-
fier, as discussed in Section 3). The application request is
then sent to the data analysis component. At the same
time, the context of this request (i.e., sensor and applica-
tion identifiers) is sent to the compute nodes component.
If an application request of the same context has not
been transmitted before, the data analysis component
pulls the address of a node in proximity from the com-
pute nodes component, and sends the application
request to that node.

Then, the application request travels through the com-
pute nodes of the system until a node with available compu-
tational resources accepts it. Upon acceptance, the compute
node instantiates an application as discussed in Section 3,
and responds with its address (i.e., the address of the node
that accepted the request) which we refer to as the applica-
tion response. Subsequently, the application response is
sent back to the gateway, as shown in Fig. 4. The gateway
stores the application response in the compute nodes com-
ponent, as the address of the compute node that accepted
the context that was stored in the compute nodes compo-
nent when the application request was created. Thus, the
gateway stores the context of each application request
before sending it, and adds the address of the compute
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node that accepts it, as soon as this node sends back the
application response.

In case an application request of a specific context has
been transmitted before, the data analysis component sends
the request to one of the compute nodes that have accepted
requests of the same context in the past. The decision on
which one of these nodes should be selected, can be made
based on various strategies such as: most recently used,
most frequently used, or using predictive methods. Nota-
bly, current machine learning approaches from the litera-
ture which aim at selecting appropriate compute nodes for
deploying applications, may also make suitable strate-
gies [48]. In particular, we consider RL to be an intuitive
choice for the logic of the data analysis component, because
the application response contains the node that accepted
each application request. This information can then be used
for determining the reward/penalty in a RL-based
model [49]. We elaborate further on this strategy in Sec-
tion 4.3, which provides the concrete logic of an RL-based
data analysis component for our mechanism.

Interestingly, our mechanism stores the minimum
amount for information needed to be able to send applica-
tion requests to compute nodes based on context. This infor-
mation includes only the address of candidate compute
nodes, and the context of the application requests. While
alternative approaches (discussed in Section 2) may also use
additional properties such as the location of the nodes, or
their resource capacities [8], [15], we store less information
in order to make our mechanism more practical for gate-
ways which do not have ample memory resources. How-
ever, such properties are in fact considered implicitly in our
mechanism. For example, the locations of nodes are taken
into account by using latency as a proximity measure, and
by preferring nodes which respond with less latency (i.e.,
nearby nodes). Also, the resource capacities of the nodes are
considered because only the nodes with sufficient resources
are stored in the gateway.

In our approach, the data analysis component may also
cross the information of different contexts. For instance,
when there are many candidate nodes which grade equally
for a specific context, the ones that have been used recently
for other contexts may be excluded to avoid potentially
busy nodes. In case the selected node is unresponsive (e.g.,
due to temporary/permanent disconnection or failure),
another node can be selected based on the same strategy as
long as one exists. Otherwise, the proposed mechanism falls
back to the traditional approach, and sends the application
request to the compute node in proximity.

Since fog computing systems can be volatile, and com-
pute nodes may be added /removed temporarily or perma-
nently at any time [25], we use a system parameter to reset
the compute nodes component to its initial state periodi-
cally (e.g., based on time, or number of transmissions). This
ensures that even though the compute nodes in proximity
may be bypassed because they are likely to be busy, their
availability is examined frequently. The exact value of this
parameter depends on the reliability and volatility of the
system, i.e., fog computing systems that are expected to
change frequently, should perform a reset more often than
stable systems. This parameter may also be adaptive, and
change dynamically based on the performance of the

system. For example, if it is observed that when resetting
the compute nodes component, a compute node in closer
proximity is found, it may be beneficial to start resetting
more regularly. On the other hand, if resetting the compute
nodes component results in selecting the same node as
before, then resetting should be performed less frequently.
This way, the frequency of the reset can converge towards a
suitable value.

Finally, we note the applicability of our approach for fog
computing systems with multiple IoT devices, gateways,
and compute nodes. As discussed in Section 3, in this paper
we focus on the communication of one gateway (with multi-
ple IoT devices and compute nodes), because other gate-
ways of the system form similar paths to the cloud.
Nevertheless, our system model and the proposed mecha-
nism apply to systems with many gateways as well. Since
each gateway of the system stores only few compute nodes
and selects the most suitable among these nodes (rather
than selecting one among all the nodes of the system), our
mechanism follows a decentralized approach. In contrast to
centralized approaches in which global view of the system
is assumed for selecting the most suitable node, decentral-
ized approaches tend to scale better while causing less over-
head [50], [51].

4.3 Reinforcement Learning for the Data Analysis
Component

In this section, we propose a concrete strategy for the data

analysis component, which is based on RL [52]. Specifically,

in Section 4.3.1 we adapt the RL model to the proposed con-

text-aware mechanism, and in Section 4.3.2 we present the

learning algorithm.

4.3.1 Reinforcement Learning Model

RL relies on agents that interact with their environment and
receive feedback for their actions in the form of reward or
penalty. Based on this feedback, the aim of the agents is to
learn a policy in terms of selecting actions given the per-
ceived state of the environment, so that the expected cumu-
lative reward is maximized. In our case, the agent is
installed at the gateway and at each time step, i.e., upon the
arrival of an application request, selects the appropriate
compute node to forward the request to, based on the envi-
ronment’s current state. Then, the agent inspects the latency
experienced to handle this request, which constitutes the
reward signal. This signal is considered as the feedback
which is used in a process towards learning to select appro-
priate actions.

The agent has a set A of available admissible actions,
with A4; denoting the action of the agent at time ¢. In our
case, the actions available to the agent are the different com-
pute nodes that can receive an application request from the
gateway. Therefore, A; = i represents the action to forward
the application request to node i at time ¢. Each action
brings the environment to a potentially different state, out
of a (finite and discrete, in our case) state space S: When at
state S; = s, selecting action A; = a will lead to state S;11 =
s with a specific transition probability p(s'|s,a), which is
however unknown to the agent. Finally, the immediate
reward the agent receives when performing action a and
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the system is at state s at time step ¢, is given by a reward
function R, (s, a). Since our agent can only directly observe
the latency experienced for each request, we use its normal-
ized value as the reward, ie., Ri(s,a)=1 f%, where
l;(s,a) is the latency measured by the gateway for the ¢
application request when from state s compute node a was
selected, and I, is a reasonably large maximum latency
value.

In RL, the environment is typically modeled as a Markov
Decision Process (MDP), defined as the 4-tuple (S, A,
p, R) [52]. The key characteristic of an MDP is the Markov
property, namely that the probability to transit to a state
depends only on the current state and the action taken. Oth-
erwise put, a state should encode all the information neces-
sary to drive an agent’s decision, and the reward received
should only depend on this state-action pair.

However, this assumption may not hold in some practi-
cal use cases for our system model. Importantly, the actual
state of the environment might not be able to be fully
observed. In our case, for example, the state in terms of the
current load of each compute node, its reliability, and in
general its probability to accept an application request,
which, intuitively, are critical to drive the agent’s decisions,
are not visible by the agent. Instead, the agent is only aware
of some environment observations, such as the actual node
that responded to a request. We are therefore forced to oper-
ate only with an approximate view of the state of the environ-
ment. The agent however, can record a history of
observations as a response of the environment to the agent’s
actions. Following the terminology and approach of Sutton
and Barto [52, Section 17.3], what we need is a compact
representation of a state as a summary of the history of
observations and actions that have led the environment to a
given state. The state thus becomes a function of history, i.e.,
s; = f(H;), where H; is the sequence of observations and
actions up to time step t.

In our model, a state represents the history of how the k
most recent requests were handled by the system. This is in
line with what Sutton and Barto term as the kth order his-
tory. In particular, S; = {n;_, ny_k-1,...,_1}, where n; is
the address of a compute node that processed a request;
namely, the state of the system is maintained as an ordered
list of the last £ compute nodes that processed the respective
application requests. In order to control the number of
states, k is set to a small constant and can be configured
based on the amount of memory available to the agent. Fur-
thermore, this representation of state as a function of history
only includes observations and not the actions that led to
them. This is a simplification that was also driven by the
need to keep the state space low.

Importantly, such a state representation is not guaran-
teed to come with the Markov property. For example, this
may be the case if the probability of a node to accept a
request depends on whether the node has recently been
used for a prior request, as is the case for the compute node
model that we assume in our evaluation (in Section 5.3). In
this work, the agent is considered to be agnostic of the
actual behavior of the compute nodes, and is forced to oper-
ate on minimal observed information regarding their status,
namely the address of the compute node that accepted an
application request, and the respective latency. The system

in question may not be able to be represented as an MDP,
due to how nodes operate, and because of the inability of an
agent to fully observe the state of the environment. We
apply Q-learning [53], which is a generic model-free RL
mechanism, to derive the agent’s policy (in Section 4.3.2).
However, due to the above-mentioned fact, convergence
guarantees cannot be provided for general settings. Interest-
ingly, there are families of decision processes beyond MDPs
for which Q-learning has been shown to come with conver-
gence guarantees [54].

As a final note, we treat each context individually.
Namely, there is a dedicated agent for each context which
acts upon this particular context’s application requests, and
which maintains its own state of the environment (that is
not shared across agents). This decision is motivated by the
following observations:

e  Whether a request for a specific application is served
by a node is considered to be unaffected by whether
this node would accept requests for other applica-
tions. For example, a node might have enough
resources to serve a specific application request, but
not enough for another.

e By assuming a different decision process (and, thus,
a dedicated agent), per context, and given our state
model, we limit the number of states handled by
each agent to N*, where N is the number of compute
nodes and k is a small constant (representing the his-
tory). The total number of states of all M agents is
then MN*. Had we opted for factoring the applica-
tion context in a single global state representation for
all applications, e.g., where the elements of a state
would be application instance-node address pairs,
we would have come up with a single agent with
(MN)" states, that is considerably larger.

4.3.2 Q-Learning Algorithm

We apply Q-learning [53] to learn an appropriate action
selection policy in our system. A Q-learning algorithm aims
at deriving a value function @ : § x A — R, which repre-
sents the expected cumulative discounted future reward if
the agent selects action a at state s, and continues by follow-
ing the optimal policy. @ can be represented as a table,
which is updated each time an agent takes an action, using
the following rule:

Qr11(8s, Ap) = (1 — a4(Sy, Ar)) Q1 (St Ar) + as(Sy, Ar)
X (Ry(Sy, At) + ymax,Qi11(Si1, a)),

where o, (s,a) € [0,1] is the learning rate at time step ¢t and
y € [0,1] is a factor that is used to discount future rewards.
The higher the value of y, the higher the importance of
future rewards compared with immediate ones.

As it is used at runtime and starts with an unknown Q
function, the Q-learning algorithm needs to make decisions
while learning. Therefore, the agent alternates between explo-
ration and exploitation steps. There are various mechanisms to
perform this. A widely used mechanism is the e-greedy strat-
egy, where the agent chooses a random action (thus explor-
ing the environment) with probability ¢, while with
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probability 1 — ¢ it follows the action with the highest Q
value (thus exploiting the acquired knowledge of the envi-
ronment). In order to favor exploration at the beginning, we
start with ¢ = 1 and gradually reduce it as rounds progress.
The learning rate for each state-action pair is initially set to 1
and also decays the more the pair is visited [55].

A point that requires further attention is that an implicit
assumption is made that the state and action spaces are
static, as is the case for the data structure which stores the Q
values. However, according to the proposed mechanism
described in Section 4.2, the compute nodes component
which stores compute node addresses (these correspond to
actions, while histories composed of these addresses corre-
spond to states), starts with only the address of a single
node in proximity. When the addresses of the compute
nodes on path are not known in advance, potential methods
to get around this can be applied. Such methods can be:

1)  To start with a discovery phase whereby traditional
routing is executed for a sufficient number of rounds
until the nodes on path are discovered [56], and then
to switch to Q-learning. The duration of the discov-
ery phase depends on the load of application
requests, and the number of nodes that accept these
requests. For example, when application requests
are sent sparsely, the discovery phase may take lon-
ger than if application requests are sent frequently.
Also, the fewer the compute nodes which accept the
requests, the faster the discovery phase finishes. For
these reasons, this method is preferred when the
gateway produces a high load of application
requests and/or the number of nodes that accept
these requests is bound.

2) To build the Q table incrementally. This means add-
ing new states and admissible actions as new nodes
are being discovered, each time maintaining the
existing Q values for the already known state-action
pairs and learning the values of new ones by appro-
priately adjusting the exploration and learning rate
parameters. Thus, this method requires additional
updating of the Q table every time a new node is dis-
covered. When using this method, the acquired
knowledge is utilized from the beginning because
there is no discovery phase (in contrast to the former
method). Nevertheless, the additional updating of
the Q table might introduce extra overhead. Hence,
this method is preferred when new nodes are
expected to be discovered sparingly.

Since these methods are executed until sufficient knowl-
edge is acquired (i.e., not constantly), in our evaluation in
Section 5, we assume that the compute nodes on path are
known (e.g., due to a discovery phase).

It is worth noting that the proposed mechanism operates
on minimal context and feedback: i) the latency observed
per request, and ii) the compute nodes that accepted the
request. For this reason, our mechanism does not utilize an
excessive amount of resources (this is also discussed in Sec-
tion 5.3.3). Each time a request is handled, the overhead of
selecting the best action and updating the Q table depends
on the number of possible actions. The actions correspond
to the stored compute nodes, i.e.,, the nodes that accept

application requests, which are only a subset of the compute
nodes of the system. Thus, by storing only a subset of the
compute nodes of the system, the number of actions
remains low which limits the computational overhead (and
latency) of handling each request. Our model and mecha-
nism are also agnostic to the behavior and actual state of the
compute nodes on path. If we assume further knowledge
about the environment (e.g., information about the runtime
of each compute node such as: the current load, device
capabilities, probability to accept new application requests,
etc.), a more accurate view of the state can be acquired, and
more efficient mechanisms may be possible. However, this
could potentially increase the utilization of computational
resources. We defer such mechanisms, as well as other
approaches for dealing with an uncertain environment, to
future work.

5 EVALUATION

In this section, we present an implementation of the pro-
posed context-aware routing mechanism. Furthermore, we
conduct a series of experiments, and we compare the pro-
posed context-aware routing to a state-of-the-art routing
approach which we use as baseline. This baseline is based
on [7] and [9], which propose that each compute node on
path examines an application request and either accepts it
or forwards it to the next node. Hereinafter, we refer to this
approach, which is also shown in Fig. 3a, as traditional
routing.

In order to show the differences compared to traditional
routing, we evaluate the proposed mechanism in the follow-
ing manner: First, we establish the potential benefits of per-
forming context-aware routing on a real-world setup with
nearby and remote compute nodes, and we show that even
a simplistic strategy for the data analysis component has
the potential to outperform the traditional routing
approach. Then, we turn our attention to the performance
of the RL-based strategy, and we conduct extensive simula-
tions that show benefits in various scenarios.

The required files to reproduce our experiments includ-
ing source code and executable files, as well as the produced
numerical results of our evaluation, are available in the
online repository [57].

5.1 Evaluation Environment and Prototype

To create an evaluation environment, we implement a pro-
totype of a compute node which either accepts an applica-
tion request or forwards it to the next node on path, as
discussed in Section 3. Moreover, we implement a proto-
type of a gateway which integrates the proposed mecha-
nism for context-aware routing, as discussed in Section 4.2.
Both prototypes are developed in Java 11 using the Spring
Framework, and implement the required functionality to
perform experiments and take measurements related to the
communication latency and hop count of the utilized net-
work paths.

To emulate a fog computing system, we assume the fol-
lowing scenario. An IoT application provider based in Los
Angeles has successfully commercialized smart energy solu-
tions (e.g., for detecting gas leaks, reducing cost, etc.). This
provider uses cloud computing resources stationed in a data
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center at Los Angeles, but due to the popularity of the pro-
vided IoT applications, the provider decided to expand this
business to the rest of the US and to Europe. Since such IoT
applications can be related to safety (e.g., due to detecting
gas leaks), and may require low latency that the centralized
cloud might not be able to support [58], the provider decided
to follow the fog computing paradigm. Thus, the provider
acquired access to various geographically distributed com-
pute nodes in the cloud (offered by cloud provider such as
Google or Microsoft), and at the edge of the network (e.g.,
using the edge zones offered by Microsoft [31]).

For this evaluation, we examine the case of a client in
central Europe (i.e., in Vienna, Austria), and we consider
that various compute nodes exist on the path towards the
cloud in Los Angeles, as shown in Fig. 5. Notably, we do
not distinguish between edge and cloud compute nodes
because: i) Both cloud and edge nodes are able to provide
the same services [31], and can therefore be considered simi-
lar. ii) In this setup, we use nearby and remote compute
nodes using cloud services because even though edge nodes
have been announced by cloud providers [31], their avail-
ability is still limited. Thus, similar to Fig. 1 which shows
our system model, we examine a fog computing system
with a gateway which sends application requests that are
forwarded by various compute nodes towards the cloud.
The specific compute nodes we use (as shown in Fig. 5), are
provisioned using the Google Cloud Platform. The type of
the compute nodes is e2-standard-2, i.e., standard general-
purpose compute nodes with 2 vCPU and 8 Gigabytes of
RAM (although the resource capacities of the compute
nodes do not affect the presented results significantly
because this evaluation focuses on network-related metrics).
Hence, for this evaluation we create an actual computing
system with nearby and remote compute nodes that span a
large geographical area. Interestingly, the remote compute
nodes in the US can provide insights on the communication
over high-latency network links. This is useful because
high-latency links represent cases when remote compute
nodes are employed due to the nearby nodes being busy. In
addition, high-latency links may be considered representa-
tive of scenarios that include network links which induce
high latency for other reasons, e.g., due to congestion.

In this system, the gateway receives gas volume meas-
urements from a smart meter. Then, the gateway creates
the application request of an application that detects gas
leaks. In the event that a gas leak is detected, the applica-
tion sends an actuation command to shut down all sources
of ignition, e.g., cooktops, toasters, etc. Therefore, for such
an application, reducing the communication latency of
sending the gas measurements to a compute node, aids in
processing the data faster, and reduces the overall latency
of responding to fire hazards. For this reason, we apply
the proposed approach which aims at reducing the
communication latency of sending data to nearby and
remote compute nodes, in order to examine the potential
benefits.

To emulate the smart meter, we use real gas volume
measurements from a smart home, which have been col-
lected periodically every 30 minutes during the course of 4
days, i.e., 200 measurements. This dataset is part of the data
provided by the Loughborough University, which has been
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Fig. 5. Location of the compute nodes used in the evaluation.

gathered in the context of the REFIT project that monitored
20 smart homes in the United Kingdom [59].

5.2 Prototype-based Results

In this section, we use our prototype implementation to cre-
ate fog computing systems based on the traditional and con-
text-aware routing approaches, and we report on our
findings. Specifically, Section 5.2.1 presents comprehensive
results of the communication latency to reach every com-
pute node of the system based on each routing approach.
For these results, we assume that the data analysis compo-
nent of the context-aware routing is able to determine the
compute node that accepts the application requests. After-
wards in Section 5.2.2, we present results from the runtime
of a specified scenario with dynamic load from application
requests. In addition, the data analysis component utilizes a
rather simplistic strategy: Send each application request to
the most recent node that has accepted requests of the same
context, and reset the compute nodes component with every
second transmission. This experiment aims at showing that
even in cases which do not allow for great benefits (e.g.,
with dynamic load and a very simplistic data analysis com-
ponent), the proposed context-aware routing mechanism
may still be able to show improvements.

Since the proposed approach aims at reducing the com-
munication latency (which is independent of potential proc-
essing delays), this evaluation reflects on that by focusing
on network-related metrics (rather than application execu-
tion metrics). Nevertheless, the additional utilization of
computational resources in the gateway, which is required
to execute the context-aware routing, is considered as the
overhead of the proposed approach. For this reason, we dis-
cuss resource utilization aspects in Section 5.2.3. For all the
presented results, we have repeated each experiment 200
times with the values of our dataset in order to capture the
general behavior of each examined approach.

5.2.1 Context-Aware Routing Results

In order to acquire a comprehensive view of the two exam-
ined approaches considering that context-aware routing is
able to determine the node that accepts each application
request, we perform the following experiment. The gateway
sends application requests to each compute node of the sys-
tem two times. One time the data is sent according to tradi-
tional routing (i.e., on a path towards the cloud), and the
other time according to the context-aware routing (.e.,
directly to the selected compute node). Each time, we mea-
sure the communication latency to reach the compute node,
and the hop count (using Traceroute which is a command
line tool for network diagnostics). In the communication
latency, we also include message parsing and making the
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TABLE 1
Communication Latency (in ms) and Hop Count to Reach Each Compute Node of the System Based on the Two Examined
Approaches, and the Percentages of Reduction

data available to the application hosted in the destination
node (but exclude any further processing by that applica-
tion). Table 1 shows these measurements for each compute
node, along with the percentages of reduction when using
the proposed context-aware routing approach.

Notably, the hop count to reach each node of the system
is always the same in the 200 iterations, because the under-
lying network connectivity is not affected by our experi-
ments. For this reason, in Table 1 we do not specify average
and standard deviation of the hop count. The reason we
measure the hop count is because network hops can be
used as an indicator of bandwidth availability since nodes
that reside many hops away from each other, tend to com-
municate with low bandwidth [60]. Therefore, lower hop
count can be associated with higher bandwidth [14], [61].

In traditional routing, whereby each application request
is forwarded to the compute node in closest proximity on a
path towards the cloud (as shown in Fig. 5), the average
latency increases the farther away from the gateway the
compute node is located. In the context-aware routing,
whereby the gateway sends the application request to each
compute node directly, the average latency also increases
the farther away the compute node is located. However, the
rate of increase is significantly lower in the context-aware
routing.

Both approaches reach the first compute node with 15
hops in 93 milliseconds (ms) because both approaches
send the application request to the closest compute node
directly. After that, the difference in both the communica-
tion latency and the hop count becomes evident. Specifi-
cally, the context-aware routing approach reduces the
average communication latency by up to 23 percent, and
the average hop count by up to 73 percent. Notably, even
though the difference in the communication latency
becomes larger when the distance of the compute node
becomes longer, the percentages of reduction become sig-
nificant even with compute nodes that reside nearby. For
example, to reach the compute nodes in the Netherlands
and in London (from Vienna), the context-aware routing
reduces the average communication latency by 20 percent
and 23 percent, respectively. This shows that our approach
shows benefits for both inter- and intra-continent commu-
nication. The former can be representative of large-scale
applications that operate wordwide, while the latter may

Traditional Context-aware Reduction
routing routing (%)
Latency Latency Latency
Hop count | (average / st. dev.) | Hop count | (average / st. dev.) | Hop count | (average)
1. Zurich 15 93 /11 15 93 /7 0
2. Frankfurt 21 104 /12 18 96 /22 14 8
3. Belgium 30 118 / 20 22 100 / 11 27 15
4. Netherlands 43 127 / 16 23 101 / 17 47 20
5. London 53 140 / 10 18 108 / 5 66 23
6. Montreal 58 264 / 21 21 224 /18 64 15
7. Virginia 65 282 / 14 23 226 /17 65 20
8. Iowa 80 321 /16 22 253 / 18 73 21
9. Salt Lake City 89 362 /21 25 283 /4 72 22
10. Los Angeles 95 385 /13 26 296 / 4 73 23

be considered indicative of results for medium-scale sys-
tems (e.g., that operate within Europe).

To further analyze the rate of increasing communication
latency for each routing approach, we plot the average val-
ues of Table 1 in Fig. 6. Since the values shown in this figure
exhibit the pattern of straight lines, we also show the linear
trendlines which are created using the Least Squares
method. Even though the communication latency increases
monotonically (which is expected since the physical dis-
tance of the compute nodes increases), there is a steep rise
in the latency of the compute node 6, i.e., the node in Mon-
treal. This derives from the increased latency to reach the
remote compute nodes in America, due to the significantly
longer distance from the gateway (which can also be
observed in Fig. 5). Notably, this rise prevents the values of
each routing approach from following the pattern of a
straight line holistically. However, it is visually evident that
the values of the group of nodes before the rise (i.e., the
latency of the nodes in Europe), and the values of the group
of nodes after the rise (i.e., the latency of the nodes in Amer-
ica), both exhibit a linear pattern. For this reason, Fig. 6
shows a different trendline for each group of nodes.

For each trendline, we also present its linear function in
the form of y = Slope - x + Intercept. We do this because the
slope of a linear function shows the rate of increase of the
output values. Thus, since the y values of Fig. 6 show com-
munication latency, and the x values show the nodes in the
order of increasing distance, the slope indicates the rate of
increased latency based on the proximity of the gateway
(for each routing approach). In addition, we present the
coefficient of determination R? for each trendline. R? is a
widely-used statistical measure which indicates how close
are the actual values to the values of the trendline [27]. The
value of R? is always between 0 and 1 [62]. Small values
indicate that the model (or the trendline in our case) does
not represent the data well, while high values show that the
model can be considered representative for the data [63].
Thus, we use R? to advocate that the presented trendlines,
and consequently the slopes which indicate the rate of
increase in the communication latency, bear statistical
significance.

For the compute nodes in Europe, the function of the
trendline of the traditional approach is y =11.7-2 + 81.3,
and has a coefficient of determination R? = 0.997. This
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coefficient of determination shows that the trendline repre-
sents the data very well. In addition, we note that the slope
of this trendline is 11.7. For the same nodes, the function of
the trendline of the proposed approach is y = 3.5 -2 + 89.1,
and has a coefficient of determination R? = 0.948. While the
coefficient of determination of this trendline is also very
high, the slope is significantly lower, i.e., 3.5. This means
that in the context-aware routing, the communication
latency grows by a factor of 3.5 which is about 70 percent
lower than in the traditional routing.

For the compute nodes in America, we note that the func-
tion of the trendline of the traditional approach is y=
32.2-2+65.2, and has a coefficient of determination
R? = 0.985 which shows that the trendline exhibits statisti-
cal significance. We also note that the value of the slope of
this trendline is 32.2. For the same nodes, the function of the
trendline of the proposed approach is y=20.1-z 4 95.6,
and has a coefficient of determination R? = 0.948. While R?
is also very high in the proposed approach, the slope of the
trendline is much lower, i.e., 20.1. Specifically, this slope
shows that the communication latency in the context-aware
routing grows by a factor of 20.1 which is about 38 percent
lower than in the traditional routing.

Therefore, we conclude that the communication latency
of sending IoT data to compute nodes of fog computing sys-
tems increases for both routing approaches, when the nodes
reside farther away from the gateway. However, the rate of
increase is significantly lower in the context-aware routing
approach. As a result, context-aware routing is able to send
the IoT data with lower communication latency than the tra-
ditional approach.

5.2.2 Results From a Scenario With Dynamic Load

In this section, we aim at showing that the proposed con-
text-aware routing mechanism may be able to outperform
the traditional routing approach, even in cases which do not
allow for great benefits. To this end, we measure the com-
munication latency of the context-aware routing when
using a very simplistic strategy in the data analysis compo-
nent. In the following, first we describe the details of the sce-
nario for this experiment, and then we present the produced
results.

Scenario: The strategy we use in the data analysis compo-
nent of the context-aware approach is the following: First,
send an application request using the traditional approach,
and store the compute node that accepted this request.
Then, send the next request directly to the node that
accepted the data before. After that, the compute nodes
component is reset and the process is repeated.

In addition, we consider the potential load from other
application requests and other gateways, along with the
potentially limited resources of the compute nodes on path.
This is emulated in our system by configuring the compute
nodes on path to have 7 percent probability of accepting an
application request, while the final cloud compute node has
100 percent probability (due to integrating virtually unlim-
ited resources, as discussed in Section 3). Since there are 9
compute nodes (apart from the final cloud node), the proba-
bility of all these nodes rejecting an application request
(and thus the request reaching the final cloud node) is
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Fig. 6. Average communication latency to reach each compute node of
the system based on the two examined routing approaches (values
acquired from Table 1).

(1 -0.07) = 0.52, i.e., approximately 50 percent. We do this
to emulate a realistic environment for our experiments (as
discussed in Section 4.1), whereby approximately half of the
application requests are executed by nodes on path, and the
other half in the cloud.

After executing an application, the probability of accept-
ing another application request increases from 7 to 50 per-
cent for every compute node. This is done to emulate that
when one of the hosted applications finishes, a compute
node has more available computational resources. This
increase is temporary, and lasts until the next application
request is sent from the gateway (after that the probability
is reset to 7 percent). The reason that the probability
increase is temporary, is to emulate that other gateways in
the area may send application requests, and occupy the
newly available computational resources.

Results: For this experiment, the gateway sends each one
of the 200 application requests two times according to the
traditional and the context-aware routing approaches. For
the context-aware, the gateway uses the mechanism dis-
cussed in Section 4.2, and the aforementioned strategy for
the data analysis component. The produced results which
are related to the communication latency and the hop count
of the network paths of each routing approach, are shown
in Fig. 7. Similar to the values of Table 1, for the communica-
tion latency we include message parsing but exclude any
further processing by the application in the destination
node.

Fig. 7a shows the distribution of the hop count of the
application requests for both approaches. The traditional
routing measurements have an average value of 72 hops,
and a standard deviation of 33 hops. The context-aware
routing measurements have an average value of 51 hops,
and a standard deviation of 32 hops. Thus, the proposed
approach reduces the average hop count by 29 percent.
Notably, the box plot of the traditional routing does not
have an upper whisker, and the median overlaps with the
upper quartile. The former indicates that 25 percent of the
maximum values are equal, and the later that 50 percent of
the maximum values are equal.

This happens because approximately half of the applica-
tion requests are sent to the final cloud node which bears
the maximum hop count. Thus, as Fig. 7a indicates, half of
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the values of the hop count in traditional routing equal the
maximum value. The same applies to the context-aware
routing, i.e., approximately half of the application requests
are sent to the final cloud node. However, since the context-
aware routing sends some of these requests to that node
directly, the hop count is significantly lower (as shown in
Table 1). For this reason, the box plot of the hop count in the
context-aware routing has lower values, and does not
exhibit similar behavior.

In addition, we note that the maximum hop count in this
experiment, which represents the number of hops to reach
the cloud node in Los Angeles, is 99 hops. This is slightly dif-
ferent to the hop count of Los Angeles shown in Table 1,
which is 95 hops. The reason that this happens, is that we use
the external IP addresses for the communication between
compute nodes. The Google Cloud Platform allows commu-
nication between Google compute nodes, using either inter-
nal IPs (that can be used only between Google nodes), or
external IPs that are addressable by any node on the Internet.
The network paths when using internal IPs may be more sta-
ble, which could prevent having slightly different hop count
between experiments. However, a setup that utilizes external
IPs, is more representative of computing systems which con-
sist of compute nodes that may belong to different providers
(which is possible in fog computing systems). Nevertheless,
when using external IPs, slightly different hop count values
between experiments might be observed, due to the dynamic
nature of the Internet. We do not consider that this compro-
mises the presented results. On the contrary, we believe that
results which include slight dynamic changes are more rep-
resentative of real-world setups, in which, such phenomena
are imminent.

Fig. 7b shows the distribution of the communication
latency. The measurements of the traditional routing have
an average value of 302 ms, and a standard deviation of
140 ms. The measurements of the context-aware routing
have an average value of 258 ms and a standard deviation
of 113 ms. Therefore, the context-aware routing reduces the
average latency by 15 percent. Notably, the median of the
traditional routing, is higher than the upper quartile of the
context-aware routing. This means that 75 percent of the
values of the context-aware routing are lower than 50 per-
cent of the values of the traditional routing. This further
advocates that the proposed context-aware routing mecha-
nism is able to reduce the communication latency of sending
application requests in fog computing systems.

5.2.3 Resource Utilization

As discussed in Sections 5.2.1 and 5.2.2, context-aware rout-
ing is able to provide latency and bandwidth benefits due to
using the mechanism of Section 4.2. The implementation of
this mechanism however, may require the utilization of
additional computational resources in the gateway, which
can be regarded as the overhead that accompanies the pre-
sented benefits.

In our experiments, the gateway is implemented on a
Raspberry Pi 4 single-board computer (which is a popular
choice for an IoT gateway [35]). Using Top (a command line
tool for monitoring resource utilization), we examine the
resource utilization of the process that routes the application
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Fig. 7. Network path measurements of the application requests based on
traditional and context-aware routing.

requests according to each routing approach. Notably, both
approaches exhibit similar resource utilization with CPU
that has occasional spikes which do not surpass 9 percent,
and RAM that does not exceed 10 percent. The resource utili-
zation of the compute nodes which execute the IoT applica-
tions, is not affected by our approach since the context-aware
routing mechanism is only executed in the gateway.

In addition, we note that the time required to execute the
proposed mechanism in our experiments, i.e., the delay
needed for finding a compute node that has accepted data
of certain context in the past, is negligible. However, this
delay may increase if a complex data analysis component is
used, or if the number of different contexts stored in the
compute nodes component grows significantly (due to the
delay of searching). Therefore, the presented results apply
to fog computing systems with a gateway which makes
application requests of a reasonable number of different
contexts (i.e., when a search in the compute nodes compo-
nent does not incur significant delay).

The application responses used in the proposed
approach might also be considered as overhead since the
traditional routing does not make use of such information.
Nevertheless, when a reliable communication protocol is
employed for the communication between compute nodes
(e.g., using the request/response HTTP which we use in
our experiments), the address of a compute node can be
encapsulated within the HTTP responses. This way, the
application response can be sent without transmitting addi-
tional messages to the gateway. Thus, we conclude that the
context-aware routing approach using a rather simple data
analysis strategy, is able to provide solid benefits without
inducing significant additional overhead.

5.3 Simulation-Based Evaluation

In this section, we turn our attention to the performance of
our mechanism when using the RL-based strategy for the
data analysis component (presented in Section 4.3) under a
wide range of settings and scenarios. To evaluate this strat-
egy in a comprehensive manner, we build a Python-based
simulator which allows us to increase the scale of our
experiments substantially (compared to using the setup of
Section 5.1). In addition, we model our simulator to con-
sider the network parameters of our real-world setup
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Fig. 8. Average communication latency achieved by the three examined routing approaches for each deployment scenario, as the probability that a

compute node accepts an application request grows.

(discussed in Section 5.1) in order to ensure that the simula-
tions imitate a realistic environment. The results we report
in this section are based on the average latency achieved
from 100,000 time steps, i.e., for the first 100,000 application
requests. Each experiment is repeated 20 times, and the
average values are reported with 95 percent confidence
intervals.

When running our experiments, we compare three rout-
ing approaches: i) The traditional routing approach. ii) The
simple context-aware routing approach discussed in Sec-
tion 5.2. iif) The RL-based approach with Q-learning dis-
cussed in Section 4.3, which is referred to as Context-Aware
with Q-Learning (CA-QL).

5.3.1 Scenarios

To examine the performance of the three routing
approaches, our simulator considers three deployment sce-
narios with inherently different characteristics, as shown
below:

o  Small-scale deployment: In this scenario, there are two
compute nodes: a local edge node which is assumed
to be very close to the gateway (average latency of
10 ms), and a remote cloud node which is located far
away (with average latency corresponding to the
node in Los Angeles, as shown in Table 1). This can
be considered representative of small-scale setups
with one nearby edge node, and one remote cloud
node. Notably, this scenario resembles setups which
have transitioned from the cloud computing para-
digm by adding a local edge node.

Medium-scale deployment: This scenario includes a
chain of 5 compute nodes deployed in the same con-
tinent. The communication of these compute nodes
corresponds to the nodes in Europe (from Sec-
tion 5.1), and is based on the latency values of
Table 1. This scenario is considered representative
for setups of medium-scale fog computing systems
which operate in a wide area within the same
continent.

Large-scale deployment: This scenario corresponds to
the real-world setup discussed in Section 5.1, and
includes a chain of 10 compute nodes which commu-
nicate with the average latency values reported in
Table 1. We consider this as a representative scenario
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for large-scale setups of fog computing systems
which may need to operate worldwide.

In addition, we experiment with different cases of nodes
accepting new application requests, in each of the three tar-
get deployment scenarios. In particular, we consider that
each compute node accepts an application request with a
probability, as discussed in Section 5.2.2. However, in this
experiment, we vary this probability in order to acquire
results which cover a wider range of fog computing sys-
tems. After a compute node has accepted a request, the
probability of accepting the subsequent one increases to a
higher value (i.e., to 50 percent, as discussed in Section 5.2.2).
In line with our prototype-based experiments, this applies
to all compute nodes but the final cloud node, which always
accepts new application requests.

We do this because the main factor that determines the
performance of our context-aware routing approach, is
whether the nearby compute nodes have sufficient available
resources to accept new application requests. In case these
nodes are busy, our approach may reduce the communica-
tion latency by sending the application requests directly to
nodes with available resources. Thus, by considering differ-
ent application request acceptance probabilities, and differ-
ent deployment scenarios, this experiment aims at verifying
that our context-aware routing mechanism is able provide
latency benefits in fog computing systems, for a wide range
of parameters.

5.3.2 Results

In Fig. 8, we show the results of our simulations using the
three routing approaches, and considering the three target
deployment scenarios. In CA-QL, the discount factor is set
to y = 0.9 which is a common value for y, and is usually
selected due to reducing the long-term penalty [64].

In each deployment scenario of Fig. 8, we can observe
that all routing approaches tend to converge towards the
same minimum latency value when the initial acceptance
probability increases. This happens because when this prob-
ability becomes high, it is the first compute node on path
that accepts most of the application requests. Thus, the con-
text-aware routing approaches are not able to provide bene-
fits by bypassing busy nodes, since most nodes tend to have
enough spare resources to accept new requests. This obser-
vation shows that when the proposed approach is not able
to provide benefits, the performance of the system does not
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degrade significantly, but rather produces similar results to
the traditional approach.

In our target environments, such as IoT systems that pro-
cess huge amounts of data, the probability of nearby nodes
accepting new application requests is rather low, as dis-
cussed in Section 4.1. For this reason, we consider the results
with low initial acceptance probability more relevant for
this evaluation. According to these results, in Fig. 8a which
shows the average latency in small-scale deployments, we
note that the context-aware approaches, i.e., the simple con-
text-aware and the CA-QL, both outperform the traditional
routing consistently, while the RL-based CA-QL also out-
performs the simple context-aware. Similar behavior can
also be observed in Fig. 8b which shows the average latency
of medium-scale deployments. Notably, the latency reduc-
tion of CA-QL compared to the traditional approach (in
Fig. 8b), reaches 19.5 percent. Based on the latency values of
the nodes in Europe which are used in this experiment, this
reduction approximates the maximum possible reduction in
the average latency (shown in Table 1). This indicates that
the results of Table 1, which are produced assuming that
the proposed context-aware mechanism is able to select the
most appropriate compute node, are actually achievable
when implementing predictive methods (such as the CA-
QL) in the data analysis component.

Finally, for Fig. 8c which shows the average latency of
large-scale deployments, we note that the context-aware
approaches show benefits for a range of small probabilities,
but when the probability increases, the results are mixed. This
happens due to the high-latency to reach the remote compute
nodes in another continent. When most of the application
requests are accepted by the final cloud node (i.e., small accep-
tance probabilities), the traditional approach has the highest
latency due to the forwarding by the nodes on path. In this
case, the context-aware approaches provide the benefits
shown in the left-hand side of Fig. 8c until the intersection
point (at approximately 4 percent probability), due to sending
some of the application requests directly to the final cloud
node. Notably, when an application request does not reach
the cloud, but is accepted by a remote compute node (i.e., in
another continent), the context-aware mechanism favors that
remote node for the subsequent request even though the
latency may be high. The traditional routing on the other
hand, does not favor any nodes, which means that the subse-
quent request is sent on a path and might be accepted by a
nearby node. For this reason, when there are compute nodes
in different continents, and the acceptance probability
increases, the traditional approach tends to have lower latency
than the context-aware. Hence, after the intersection point (in
Fig. 8¢), the traditional routing performs better.

Notably, similar behavior may also occur before the inter-
section point. However, the benefit from sending some of the
application requests to the cloud directly, which are achieved
by the context-aware approaches, are large enough to over-
shadow the shortcomings. This is also the reason that our pro-
totype shows the benefits of Fig. 7b using 7 percent
probabilities. The results of Fig. 8c are not completely in align-
ment with Fig. 7b because the latency between the nodes in
our simulations, is based on Table 1 which has slightly differ-
ent values than the values of Fig. 7b (due to using actual Inter-
net measurements and external IP addresses, as discussed in

Section 5.2.2). Nevertheless, while Fig. 7b shows that our pro-
totype can provide benefits in a large-scale deployment,
Fig. 8c shows that there is actually a range of small probabili-
ties for which the context-aware approaches can provide ben-
efits. Outside this range, our simulations show that the
traditional approach is slightly better than the simple context-
aware, while CA-QL exhibits high variance, but does not per-
form better than the traditional.

Discussion. In general, we observe that the exact latency
achieved by each routing approach is a function of the spe-
cific environment, i.e., the latencies in the underlying net-
work, and the node acceptance probabilities. Nevertheless,
we note that for low acceptance probabilities (which is our
target environment), the context-aware approaches consis-
tently outperform the traditional routing in all our experi-
ments (both prototype- and simulation-based). This happens
because the traditional approach takes time to send the
application requests on a path of compute nodes towards the
cloud, until a node eventually accepts it. The simple context-
aware routing, on the other hand, takes advantage of the
awareness of the last node that accepted the request, which
may be a node farther along the path, and bypasses all previ-
ous nodes, thereby saving time. CA-QL performs even better
than the simple context-aware in most settings we examine,
with performance gains that are more pronounced in the
small- and medium-scale deployment scenarios. This occurs
because CA-QL learns to direct application requests to cloud
nodes when other intermediate compute nodes are likely to
be busy. Notably, it can be observed that CA-QL strikes a
good balance across the range of parameters explored: When
it pays off to bypass intermediate nodes, it usually performs
better than the alternatives, while as soon as intermediate
nodes become more eager to accept requests, its performance
converges to that of the traditional routing.

When the compute node acceptance probabilities are
low, the gains of CA-QL over the traditional approach in
terms of latency reach up to 31 and 19.5 percent, for the
small- and medium-scale deployment scenarios, respec-
tively. Even though in the large-scale scenario, we observe a
range of parameters for which the simple context-aware
and the traditional routing perform better, we note that CA-
QL has more tangible benefits overall. Notably, in our
experiments we assume that the exact behavior of the com-
pute nodes, is not known in advance (e.g., through monitor-
ing the available resources). Therefore, even if it may not be
entirely possible to create a mechanism that always selects
the closest compute node with available resources, we con-
sider that CA-QL offers a very good compromise.

5.3.3 Memory Consumption

An important aspect of CA-QL is the amount of maintained
state. As discussed in Section 4.3.1, for every stored context,
an agent needs O(N*'!) space to store state information,
where N is the number of nodes and k is the number of the
most recent responses used in our state representation (his-
tory size). The Q-table has N k states, and for each state there
are IV available actions. The value of k can be selected with
space limitations in mind. A large k£ may make it infeasible
to operate the agent, especially on a resource-limited device,
such as a Raspberry Pi which could be used as the gateway.
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Performance-wise, in the small- and medium-scale deploy-
ment scenarios, CA-QL is not very sensitive to the choice of
k. However, in the large-scale scenario, low values of k (e.g.,
k =1) might result in increased latency. For this reason,
larger values may be more desirable. To appropriately tune
the state space size given a specific maximum memory
threshold M to be used by an application’s Q-learning agent
at the gateway, k can be set to k < |logn (M /c) — 1|, where ¢
is the space necessary per state-action pair. In fact, this is
the method we use to tune k in the experiments of Sec-
tion 5.3.2, setting M = 256 MiB. Finally, we should recall
that for each different context, the gateway operates a sepa-
rate Q-learning agent. This is something the system opera-
tor needs to keep in mind in order to configure
appropriately the amount of memory resources dedicated
to each agent process. In our implementation, ¢ = 8 bytes:
one 32-bit floating point number to store the current esti-
mate of the Q function value, and a 32-bit integer to store
the counter of how many times the action has been selected
given that state.

6 CONCLUSION

In this paper, we propose a routing mechanism which con-
siders the context of the IoT data in order to route applica-
tion requests to compute nodes of fog computing systems.
To achieve that, a history of previous transmissions is kept,
so that new application requests can be sent directly to com-
pute nodes which usually accept requests of the same con-
text. We evaluate this approach using a prototype
implementation with distributed nearby and remote com-
pute nodes, and by performing extensive simulations. The
results from our prototype show that compared to a state-
of-the-art method, context-aware routing reduces the
latency of sending IoT data to compute nodes of fog com-
puting systems by up to 23 percent, and lowers the hop
count by up to 73 percent (which indicates lower bandwidth
utilization). Furthermore, we show that when using a sim-
ple strategy for selecting compute nodes, our approach is
able to reduce the latency and the hop count of the transmis-
sions, without inducing significant overhead. In addition,
we perform simulations on a wealth of settings, and we
show sound benefits when combining the proposed con-
text-aware mechanism with a RL-based predictive method.
Based on these results, we deduce that such a routing mech-
anism can further advance fog computing systems.

Due to the promising results, in the future we plan to
analyze further the information which is stored by our
mechanism, i.e., the compute nodes, and the context that
each compute node accepts. Specifically, we consider two
promising research directions for future work: i) To explore
effective ways for profiling the IoT data, and for extracting
context. if) To investigate additional ways for predicting the
compute node in closest proximity which may accept new
application requests (e.g., by examining/combining various
machine learning models).

ACKNOWLEDGMENTS

The research leading to these results has received funding
from the European Union’s Horizon 2020 research and

innovation programme under the Marie Sklodowska-Curie
Grant Agreement No. 764785, FORA—Fog Computing for
Robotics and Industrial Automation. The financial support
by the Austrian Federal Ministry for Digital and Economic
Affairs, the National Foundation for Research, Technology
and Development and the Christian Doppler Research
Association is gratefully acknowledged.

REFERENCES

[11 H.-Y. Wu and C.-R. Lee, “Energy efficient scheduling for hetero-
geneous fog computing architectures,” in Proc. IEEE Annu. Com-
put. Softw. Appl. Conf., 2018, pp. 555-560.

[2] C. Anglano, M. Canonico, and M. Guazzone, “Online user-driven
task scheduling for femtoclouds,” in Proc. IEEE Int. Conf. Fog
Mobile Edge Comput., 2019, pp. 5-12.

[3] R.Ding, X.Li, X. Liu, and J. Xu, “A cost-effective time-constrained
multi-workflow scheduling strategy in fog computing,” in Proc.
Int. Conf. Serv.-Oriented Comput., 2018, pp. 194-207.

[4] B.Javadi, Q. L. Trieu, K. M. Matawie, and R. N. Calheiros, “Smart
food scanner system based on mobile edge computing,” in Proc.
IEEE Int. Conf. Cloud Eng., 2020, pp. 20-27.

[5] Y. Xia, X. Etchevers, L. Letondeur, T. Coupaye, and F. Desprez,
“Combining hardware nodes and software components ordering-
based heuristics for optimizing the placement of distributed IoT
applications in the fog,” in Proc. Annu. ACM Symp. Appl. Comput.,
2018, pp. 751-760.

[6] M. Amadeo, A. Giordano, C. Mastroianni, and A. Molinaro, “On
the integration of information centric networking and fog com-
puting for smart home services,” in The Internet of Things for
Smart Urban Ecosystems. Cham, Switzerland: Springer, 2019,
pp- 75-93.

[7] O. Ascigil, T. K. Phan, A. G. Tasiopoulos, V. Sourlas, I. Psaras,
and G. Pavlou, “On uncoordinated service placement in edge-
clouds,” in Proc. IEEE Int. Conf. Cloud Comput. Technol. Sci.,
2017, pp. 41-48.

[8] L. Tong, Y. Li, and W. Gao, “A hierarchical edge cloud architec-
ture for mobile computing,” in Proc. Annu. IEEE Int. Conf. Comput.
Commun., 2016, pp. 1-9.

[9] S. H. Mortazavi, M. Salehe, C. S. Gomes, C. Phillips, and E. de

Lara, “Cloudpath: A multi-tier cloud computing framework,” in

Proc. ACM Symp. Edge Comput., 2017, pp. 1-13.

E. Kristiani, C.-T. Yang, C.-Y. Huang, P.-C. Ko, and H. Fathoni,

“On construction of sensors, edge, and cloud (iSEC) framework

for smart system integration and applications,” IEEE Internet

Things ]., vol. 8, no. 1, pp. 309-319, Jan. 2020.

S. Wang, Y. Guo, N. Zhang, P. Yang, A. Zhou, and X. S. Shen,

“Delay-aware microservice coordination in mobile edge comput-

ing: A reinforcement learning approach,” IEEE Trans. Mobile Com-

put., vol. 20, no. 3, pp. 939-951, Mar. 2021.

B. Li et al., “READ: Robustness-oriented edge application deploy-

ment in edge computing environment,” IEEE Trans. Serv. Comput.,

to be published, doi: 10.1109/TSC.2020.3015316.

G. L. Stavrinides and H. D. Karatza, “Cost-effective utilization of

complementary cloud resources for the scheduling of real-time

workflow applications in a fog environment,” in Proc. IEEE Int.

Conf. Future Internet Things Cloud, 2019, pp. 1-8.

V. Karagiannis and S. Schulte, “Comparison of alternative archi-

tectures in fog computing,” in Proc. IEEE Int. Conf. Fog Edge Com-

put., 2020, pp. 1-10.

D. A. Chekired, L. Khoukhi, and H. T. Mouftah, “Industrial IoT

data scheduling based on hierarchical fog computing: A key for

enabling smart factory,” IEEE Trans. Ind. Inform., vol. 14, no. 10,

pp- 4590-4602, Oct. 2018.

R. Mahmud, A. N. Toosi, K. Rao, and R. Buyya, “Context-aware

placement of industry 4.0 applications in fog computing environ-

ments,” IEEE Trans. Ind. Inform., vol. 16, no. 11, pp. 7004-7013,

Nov. 2020.

T. Mononen, M. M. Aref, and J. Mattila, “Filtering scheme for con-

text-aware fog computing in cyber-physical systems,” in Proc.

IEEE Int. Conf. Mechatronic Embedded Syst. Appl., 2018, pp. 1-7.

D.S. Roy, R. K. Behera, K. H. K. Reddy, and R. Buyya, “A context-

aware fog enabled scheme for real-time cross-vertical IoT

applications,” IEEE Internet Things J., vol. 6, no. 2, pp. 2400-2412,

Apr. 2019.

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on March 09,2023 at 13:38:53 UTC from IEEE Xplore. Restrictions apply.


http://dx.doi.org/10.1109/TSC.2020.3015316

548

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 11, NO. 1, JANUARY-MARCH 2023

A. Akbar, F. Carrez, K. Moessner, J. Sancho, and J. Rico, “Context-
aware stream processing for distributed IoT applications,” in
Proc. IEEE World Forum Internet Things, 2015, pp. 663—-668.

P. Wiener, P. Zehnder, and D. Riemer, “Towards context-aware
and dynamic management of stream processing pipelines for fog
computing,” in Proc. IEEE Int. Conf. Fog Edge Comput., 2019, pp. 1-6.
S. Basu et al., “An intelligent/cognitive model of task scheduling
for IoT applications in cloud computing environment,” Future
Gener. Comput. Syst., vol. 88, pp. 254261, 2018.

V. Karagiannis and A. Papageorgiou, “Network-integrated edge
computing orchestrator for application placement,” in Proc. IEEE
Int. Conf. Netw. Serv. Manage., 2017, pp. 1-5.

R. Casadei, D. Pianini, M. Viroli, and A. Natali, “Self-organising
coordination regions: a pattern for edge computing,” in Proc. Int.
Conf. Coordination Lang. Models, 2019, pp. 182-199.

L. F. Bittencourt, ]. Diaz-Montes, R. Buyya, O. F. Rana, and M. Par-
ashar, “Mobility-aware application scheduling in fog computing,”
IEEE Cloud Comput., vol. 4, no. 2, pp. 26-35, Mar./Apr. 2017.

V. Karagiannis, S. Schulte, ]J. Leitao, and N. Preguica, “Enabling
fog computing using self-organizing compute nodes,” in Proc. Int.
Conf. Fog Edge Comput., 2019, pp. 1-10.

S. Forti, M. Gaglianese, and A. Brogi, “Lightweight self-organising
distributed monitoring of fog infrastructures,” Future Gener. Com-
put. Syst., vol. 114, pp. 605-618, 2021.

V. Karagiannis and S. Schulte, “Distributed algorithms based on
proximity for self-organizing fog computing systems,” Pervasive
Mobile Comput., vol. 71,2021, Art. no. 101316.

Openfog reference architecture for fog computing, 2017. [Online].
Avaialble: https:/ /www.iiconsortium.org/pdf/OpenFog_Refer-
ence_Architecture 2_09_17.pdf

P. Pop et al., “The fora fog computing platform for industrial IoT,”
Inf. Syst., vol. 98, 2021, Art. no. 101727.

R. Buyya et al., “A manifesto for future generation cloud comput-
ing: research directions for the next decade,” ACM Comput. Surv.,
vol. 51, no. 5, pp. 1-38, 2018.

Microsoft edge zones, Accessed: Feb. 2021. [Online]. Available:
https:/ /docs.microsoft.com/en-us/azure/networking/edge-
zones-overview#edge-zones

V. Karagiannis, “Compute node communication in the fog: Sur-
vey and research challenges,” in Proc. Workshop Fog Comput. IoT,
2019, pp. 36—40.

V. Karagiannis, P. Chatzimisios, F. Vazquez-Gallego, and J.
Alonso-Zarate, “A survey on application layer protocols for the
internet of things,” Trans. IoT Cloud Comput., vol. 3, no. 1,
pp. 11-17, 2015.

P. Barker and M. Hammoudeh, “A survey on low power network
protocols for the Internet of Things and wireless sensor networks,” in
Proc. Int. Conf. Future Netw. Distrib. Syst., 2017, pp. 1-8.

V. Karagiannis, “Building a testbed for the Internet of Things,” B.
Sc. Thesis, Alexander Technol. Educ. Inst. Thessaloniki, Thessalo-
niki, Greece, 2014, pp. 1-92.

D. Charantola, A. C. Mestre, R. Zane, and L. F. Bittencourt,
“Component-based scheduling for fog computing,” in Proc. ACM
Int. Conf. Utility Cloud Comput. Companion, 2019, pp. 3-8.

J. Santos, T. Wauters, B. Volckaert, and F. De Turck, “Resource
provisioning for IoT application services in smart cities,” in Proc.
IEEE 13th Int. Conf. Netw. Serv. Manage., 2017, pp. 1-9.

V. Karagiannis and S. Schulte, “EdgeRouting: Using compute
nodes in proximity to route IoT data,” IEEE Access, vol. 9, pp.
105841-105858, 2021.

1. Farris, L. Militano, M. Nitti, L. Atzori, and A. Iera, “MIFAAS: A
mobile-IoT-federation-as-a-service model for dynamic coopera-
tion of IOT cloud providers,” Future Gener. Comput. Syst., vol. 70,
pp. 126-137, 2017.

N. Nikolakis, R. Senington, K. Sipsas, A. Syberfeldt, and S. Makris,
“On a containerized approach for the dynamic planning and con-
trol of a cyber-physical production system,” Robot. Comput.-Integr.
Manuf., vol. 64, 2020, Art. no. 101919.

P. Varshney and Y. Simmhan, “Demystifying fog computing:
Characterizing architectures, applications and abstractions,” in
Proc. IEEE Int. Conf. Fog Edge Comput., 2017, pp. 115-124.

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]
[60]

[61]

[62]

[63]

[64]

Z. A. Mann, A. Metzger, J. Prade, and R. Seidl, “Optimized appli-

cation deployment in the fog,” in Proc. Int. Conf. Serv.-Oriented

Comput., 2019, pp. 283-298.

M. Z. Ahmed, A. H. AbdallahHashim, O. O. Khalifa, and M. J. Salami,

“Border gateway protocol to provide failover in multihoming envi-

ronment,” Int. J. Inf. Technol., vol. 9, no. 1, pp. 33-39, 2017.

P. Hu, M. Portmann, R. Robinson, and J. Indulska, “Context-

aware routing in wireless mesh networks,” in Proc. Int. Conf. Con-

text-Awareness Self-Manag. Syst., 2008, pp. 16-23.

V. Ricquebourg, D. Menga, D. Durand, B. Marhic, L. Delahoche, and

C. Loge, “The smart home concept: our immediate future,” in Proc.

IEEE Int. Conf. E-learn. Ind. Electron., 2006, pp. 23-28.

N. Roy, A. Roy, and S. K. Das, “Context-aware resource manage-

ment in multi-inhabitant smart homes a Nash h-learning based

approach,” in Proc. IEEE Int. Conf. Pervasive Comput. Commun.,

2006, pp- 1-11.

R. C. Shit, S. Sharma, D. Puthal, and A. Y. Zomaya, “Location of

things (LOT): A review and taxonomy of sensors localization in

IoT infrastructure,” IEEE Commun. Surv. Tut., vol. 20, no. 3, pp.

2028-2061, Jul.—Sep. 2018. .

T.L.Duc, R. G. Leiva, P. Casari, and P.-O. Ostberg, “Machine learning

methods for reliable resource provisioning in edge-cloud computing:

A survey,” ACM Comput. Surv., vol. 52, no. 5, pp. 1-39, 2019.

A. Shakarami, M. Ghobaei-Arani, and A. Shahidinejad, “A survey

on the computation offloading approaches in mobile edge com-
uting: A machine learning-based perspective,” Comput. Netw.,

vol. 182, 2020, Art. no. 107496.

C. Guerrero, I. Lera, and C. Juiz, “A lightweight decentralized ser-

vice placement policy for performance optimization in fog

computing,” J. Ambient Intell. Humanized Comput., vol. 10, no. 6,

pp. 2435-2452, 2019.

A. Aral and T. Ovatman, “A decentralized replica placement algo-

rithm for edge computing,” IEEE Trans. Netw. Serv. Manage., vol.

15, no. 2, pp. 516-529, Jun. 2018.

R. S. Sutton and A. G. Barto, Reinforcement Learning - An Introduc-

tion (Adaptive computation and machine learning), 2nd ed. Cam-

bridge, MA, USA: MIT Press, 2020.

C.]. C. H. Watkins, “Learning from delayed rewards,” Ph.D. the-

sis, King’s College, Univ. Cambridge, Cambridge, U.K., 1989.

S. J. Majeed and M. Hutter, “On Q-learning convergence for non-

Markov decision processes,” in Proc. 27th Int. Joint Conf. Artif.

Intell., 2018, pp. 2546-2552.

E. Even-Dar and Y. Mansour, “Learning rates for Q-learning,” J.

Mach. Learn. Res., vol. 5, pp. 1-25, 2003.

V. Karagiannis, N. Desai, S. Schulte, and S. Punnekkat,

“Addressing the node discovery problem in fog computing,” in

Proc. Workshop Fog Comput. IoT, 2020, pp. 1-10.

Project repository, Accessed: Feb. 2021. [Online]. Available:

https:/ /bitbucket.org/BasilKaragiannis/self-organizing-fog-

computing

X. Liu et al., “Fogworkflowsim: An automated simulation toolkit

for workflow performance evaluation in fog computing,” in Proc.

Int. Conf. Autom. Softw. Eng., 2019, pp. 1114-1117.

Refit dataset, Accessed: Feb. 2021. [Online]. Available: http://

www.doi.org/10.17028 /rd.Iboro.2070091.v1

M. Satyanarayanan, “How we created edge computing,” Nat. Elec-

tron., vol. 2, no. 1, pp. 4242, 2019.

A. Brown, M. Kolberg, and J. F. Buford, “Chameleon: An adapt-

able 2-tier variable hop overlay,” in Proc. Consum. Commun. Netw.

Conf., 2009, pp. 1-6.

Y. Li, F. Liu, Q. Chen, Y. Sheng, M. Zhao, and ]. Wang,

“MarVeLScaler: A multi-view learning based auto-scaling system

for MapReduce,” IEEE Trans. Cloud Comput., to be published, doi:

10.1109/TCC.2019.2944916.

J. Kim, M. Son, and K. Lee, “MPEC: Distributed matrix multiplica-

tion performance modeling on a scale-out cloud environment for

data mining jobs,” IEEE Trans. Cloud Comput., to be published,

doi: 10.1109/TCC.2019.2950400.

D. Ding, X. Fan, Y. Zhao, K. Kang, Q. Yin, and J. Zeng, “Q-learning

based dynamic task scheduling for energy-efficient cloud

computing,” Future Gener. Comput. Syst., vol. 108, pp. 361-371, 2020.

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on March 09,2023 at 13:38:53 UTC from IEEE Xplore. Restrictions apply.


https://www.iiconsortium.org/pdf/OpenFog_Reference_Architecture_2_09_17.pdf
https://www.iiconsortium.org/pdf/OpenFog_Reference_Architecture_2_09_17.pdf
https://docs.microsoft.com/en-us/azure/networking/edge-zones-overview#edge-zones
https://docs.microsoft.com/en-us/azure/networking/edge-zones-overview#edge-zones
https://bitbucket.org/BasilKaragiannis/self-organizing-fog-computing
https://bitbucket.org/BasilKaragiannis/self-organizing-fog-computing
http://www.doi.org/10.17028/rd.lboro.2070091.v1
http://www.doi.org/10.17028/rd.lboro.2070091.v1
http://dx.doi.org/10.1109/TCC.2019.2944916
http://dx.doi.org/10.1109/TCC.2019.2950400

KARAGIANNIS ET AL.: CONTEXT-AWARE ROUTING IN FOG COMPUTING SYSTEMS 549

Vasileios Karagiannis is with the Distributed
Systems Group of TU Wien, Vienna, Austria. He
has a BSc from the Alexander Technological Edu-
cational Institute of Thessaloniki, Greece, and a
MSc from the University of Patras, Greece. Out-
comes from his research on cloud computing,
edge computing, and Internet of Things, have con-
tributed to the publication of various scientific
articles and patents.

Pantelis A. Frangoudis is a university assistant
with the Distributed Systems Group, TU Wien,
Austria. He has been a researcher with the Commu-
nication Systems Department, EURECOM, France
(2017—2019), and with team DIONYSOS at IRISA/
INRIA Rennes, France (2012—2017), which he origi-
nally joined under an ERCIM “Alain Bensoussan”
post-doctoral fellowship. He has a Ph.D. (2012) in
Computer Science from AUEB, Greece. His inter-
ests include mobile and wireless networking, net-
work softwarization, edge computing, and Internet
multimedia.

Schahram Dustdar (Fellow, |IEEE) is currently a
professor of computer science with the Distributed
Systems Group, TU Wien, Vienna, Austria. From
2004 to 2010, he was an Honorary Professor of
information systems with the University of Gronin-
gen, Groningen, The Netherlands, from 2016 to
2017, he was a Visiting Professor with the Univer-
sity of Sevilla, Seville, Spain, and in 2017, he was
a Visiting Professor with the University of Califor-
nia at Berkeley, Berkeley, CA, USA. He is an
elected member of the Academia Europaea,
where he is Chairman of the Informatics Section. He was recipient of the
ACM Distinguished Scientist Award (2009), the IBM Faculty Award
(2012), and the IEEE TCSVC Outstanding Leadership Award (2018). He
is the Co-Editor-in-Chief of the ACM Transaction on Internet of Things
and the Editor-in-Chief of Computing (Springer). He is also an Associate
Editor of the IEEE Transaction on Services Computing, the IEEE Trans-
action on Cloud Computing, the ACM Transaction on the Web, and the
ACM Transaction on Internet Technology. He serves on the Editorial
Board of IEEE Internet Computing and the IEEE Computer Magazine.

"W stefan Schulte is associate professor and head
of the Christian Doppler Laboratory Blockchain
Technologies for the Internet of Things at the
Faculty of Informatics at TU Wien. His research
interests span the areas of cloud computing and
Internet of Things, and the application and exten-
sion of blockchain technologies. Findings from
his research have been published in more than
100 refereed scholarly publications.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on March 09,2023 at 13:38:53 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


