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From a bird’s eye point of view, large-scale data analyticsworkflows, e.g., those
executed in popular tools, such as Apache Spark and Flink, are typically represented by
directed acyclic graphs. Also, they are in a large scale in two dimensions: first, they are
capable of processing big data (e.g., both in terms of volume and velocity) mainly
through employingmassive parallelism, and second, they can run over (powerful)
distributed infrastructures. This article focuses on edge computing and its confluence
with big data analyticsworkflows, which nowadays place special emphasis on deep
learning and data quality.

E arly examples of large-scale data analyticswork-
flows were primarily MapReduce programs,1–3

which, however, could only handle nonstream-
ing data over fixed data centers; streaming data analytics
was initially evolving rather independently,4 but nowa-
days, massive parallelism for processing data streams is
the norm.5 There were also several efforts that have tried
to extend database query plan optimization technology
to account for arbitrary user-defined functions, so that
such plans can correspond to generic analytics work-
flows extending traditional ETL data pipelines.6–9 Overall,
it has been shown that database technology can offer a
lot to large-scale data analytics workflows from its sev-
eral decades of experience in terms of declarativeness
and principled (cost based) optimization.6,7,10,11

More recently, research emphasis regarding exe-
cuting big data analytics tasks is placed on the follow-
ing topics.

› High-level system details, such as 1) derivation of
the exact requirements from the software engi-
neering point of view and the exact architecture
to be adopted,12 or 2) the data models underlying
big data analytics.13

› Low-level execution engine details, e.g., with
regards to aspects, such as state management.14

This is also related to tuning and optimized
resource usage in complex systems for big data
analytics, such as Hadoop and Spark15,16 along
with service level agreement (SLA) management
when such systems are deployed in the cloud.17

› In addition to the advances abovementioned, sev-
eral efforts advocate taking amore holistic view in
modern data analytics, i.e., address all compo-
nents and steps involved in real applications, from
storage to user interfaces and DevOps, and from
data preparation to (iterative) model building and
validation. Also, in practice, complete ecosystems
need to be developed around processing engines
for big data analytics.18–20

In all the aspects mentioned thus far, mature ind-
ustry-level solutions exist and are adopted by both
researchers and practitioners. Nevertheless, these asp-
ects are not adequate for supporting large-scale data
analytics workflows to their full extent, as defined at
the beginning of this report. This is because the current
solutions cannot support deployment over arbitrarily
resource-constrained distributed computing infrastr-
uctures. Modern data analytics engines are decoupled
fromfixeddata centers and aremoved to cloud solutions,
but their deployment remains largely centralized. In other
words, there is a lack of mature support of deployment
of data-intensive analytics workflow jobs over widely
heterogeneous multiowner geo-distributed edge, fog
and/or cloud resources. However, common IoT and
edge computing settings are characterized by all these
three factors, namely, 1) heterogeneity in several dim-
ensions including resource characteristics, availability,
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permissions and connection speeds, 2) geographical dis-
tribution, and 3) multi-ownership. Such settings are thus
not adequately covered.

Our motivating remark: Future technical advances in
data analytics pipelines should target to fill this gap, i.e.,
to account for heterogeneity, geographical distribution,
and multiownership in large-scale data analytics work-
flows. To this end, there are several initiatives to adapt
data-center-oriented solutions, such as Hadoop and
Spark, to heterogeneous geo-distributed settings.21,22 But
all these fall short in dealing with primary concerns that
edge and fog computing realms entail in a holistic man-
ner. In Bansal et al.’s work,23 which discusses the conflu-
ence between IoT and Big Data, several challenges are
identified with regards to aspects, such as volume, veloc-
ity, variety, veracity, value, variability, visualization, valid-
ity, vulnerability, volatility, venue, vocabulary, and
vagueness. Even when treating single aspects, such as
venue, in isolation, the corresponding research is rather
in its infancy, and many aspects are typically not consid-
ered. For example, for venue, commonly employed sched-
ulers, resource managers, and orchestrators, such as
Kubernetes, YARN, and MESOS, cannot place tasks at
arbitrary geo-distributed places in a judicious manner.
But this is just one part of the complete picture. It is
important to acknowledge that, especially in an edge
computing setting, there is a growing and demanding
need for 1) treating data quality aspects as a first-class
citizen and 2)move complex deep learningmodel training
and inference to the edge,24 which adds significant com-
plexity to the analysis pipelines.

VISION FOR NEXT-GENERATION
EDGE-ENABLED BIG-DATA
ANALYTICSWORKFLOWS

Next generation edge-enabled big data analytics work-
flow solutions should not only address the current limi-
tations but also go beyond them. We envisage a
solution that would not only allow to run every analytics
task everywhere but can also detect the appropriate
data sources to feed the analysis tasks in an automated
or at least semiautomated manner. By everything, we
cover, for example, intelligent deep learningmodel train-
ing and inference. By everywhere, we cover cases, where
a federation of low-end edge/fog devices forms the
computation infrastructure to execute the workflows.
For this vision to be realized, it is important to blend
data lake technologies with edge learning so that local
model training can benefit from all the relevant data
required rather than locally produced ones solely.

Imagine a smart-city scenario, where advanced deep
learning model construction, and inference are deployed
on edge devices, e.g., to reduce latency.25 In the rest of
this article, edge and fog devices will be used inter-
changeably for simplicity. Such a scenario includes
always-on surveillance coupledwith the ingestion of data
streams from third parties, e.g., to acquiremeteorological
conditions data. Similarly, in many application domains
benefiting from edge learning, such as smart health and
agriculture, it is common to join multiple data sources.26

Retail is another field that can benefit from edge analyt-
ics. In this application domain, the real-time big data are

FIGURE 1. Example of an edge data acquisition, processing, and learning pipeline.
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collected through various methods, including video cam-
eras, basket analysis, POS terminals, and customermem-
berships.27–29 Moreover, by combining these data with
data from data lakes, for example, social media posts,
demographic features, and customer information,30

retailers can forecast product demand, predict customer
purchases, provide personalized advertisements, dis-
cover trends, and grow their overall profit, all these based
on edge learning techniques.

Edge learning implies several additional features of
the corresponding workflow: 1) model building needs to
be parallelized across several different computing nodes
in an efficient heterogeneity-aware manner,31–33 2) data
need to be shared only partially and after ensuring that
any privacy concerns are addressed,34 and 3) intensive
data-quality actions, such as outlier removal need to
take place to avoid data poisoning.35

The workflow, depicted as a DAG, comprises four
main groups of tasks corresponding to data acquisi-
tion, data processing, model building, and model infer-
ence, respectively (see Figure 1). Each of these groups
is something broader than, for instance, a single stage
in Spark. Tasks may interact in complex manners and
they may also involve human interaction.

Our vision includes the following three pillars.

1) Allow end users to define complex workflows in a
mostly declarative manner, and these workflows
to run on top of any (edge/fog) computational
infrastructure judiciously in a massively parallel
manner. This entails optimal resource usage and
task allocation taking into account a wide range
of data quality and optimization criteria, well
beyond 2 or 3 typically employed inmodernmulti-
objective scheduling/task allocation solutions.

2) Encapsulate integration with data lakes technol-
ogy, possibly involving novel human-in-the-loop
architectures to semiautomatically, detect the
appropriate data sources that feed the remain-
der of the complex workflow analysis pipelines.

3) Account for edge learning scenarios, which
impose strict constraints on which data can be
shared andmay require the existence of mutually
trusted central cloud nodes that become respon-
sible for specific parts of themodel construction.

Building the aforementioned pillars should cover the
big-data aspects in the Bansal et al.’s23 work, also termed
the 13 V’s, as summarized in Table 1. In the rightmost col-
umn, we mention the challenges involved, which range
fromdealingwithnovel dataand taskplacementproblems
to integrating data quality detection and improvement sol-
utions, and appropriate source detection in data lakes.

Edge learning improvements: Our vision can be
deemed as a call for extension to the state of the art in
edge learning,24 which currently focuses on building ML
models over edge devices in a collaborative manner,
while considering data, computational, communication,
privacy, security, and incentive-related challenges. As
reported in the Deng et al.’s36 work, not only data analyt-
ics on the edge, but even themore restrictive scenario of
AI on the edge employing a limited set of optimization cri-
teria is a topic that requiresmuch deeper investigation. In
any case, the extensions are very important in that

1) they do not separate data acquisition and proc-
essing pipelines with the model training/infer-
ence ones;

2) they account for the full spectrum of big data
aspects; and

3) they call for novel workflow management, i.e.,
expression, execution, and scheduling techniques.

These extensions are further analyzed in the
following.

Toward Next-Generation Edge
Learning: A Closer Look at the Three
Axes
First, integrating data lake technology with database
engines has already been identified as a key research
direction37; what we advocate is such an integration
to also cover the edge learning workflows that we aim
to run over geo-distributed edge nodes. There are
three main problems that are encountered:

(1) detection of the most appropriate sources
(2) optimized sharing of data across all nodes that

run model construction tasks and may benefit
from such sources

(3) including humans in the loop.

Why this is challenging? If a single computational
node becomes responsible for source detection, this
node may easily become a bottleneck. However, if
multiple nodes undertake this task, it is unclear how
to split the corresponding workload and synchronize
their searching process. Finally, having the human-in-
the-loop leads to the development of a whole new
family of techniques.

Second, covering the full spectrum of Big Data
aspects is strongly connected to meeting the 13 V’s
requirements abovementioned. In addition to the pre-
sentation in Table 1, which explains how all big data
aspects are important in our vision, data quality issues
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TABLE 1. Issues and challenges in multifaceted coverage of big data aspects in our vision.

Aspect Description of impact on the solutions Challenge

Volume Relates to maximizing throughput, leveraging massive parallelism, moving
filtering operations as close to the data sources as possible, reusing data,
minimizing data transfers, and so on.

Data cannot be arbitrarily
shared, which renders
existing techniques inefficient
or even inapplicable.

Variety Relates to considering all kinds of resource heterogeneity involved. The variety covers both
computational and
networking infrastructure and
the local datasets available
on each edge device, the
combination of which is not
currently considered.

Velocity Emphasizes on minimizing latency, heavily relies on massive parallelism on
top of heterogeneous resources, and poses restrictions on where model
inference can run.

Incurs tradeoffs when deep
learning models are large and
need to be split across
multiple nodes.

Veracity Calls for detecting the most appropriate and trustworthy data sources on
the fly.

Calls for the development of
novel data lake-aware edge
learning solutions that
emphasize on both the
training and the data
acquisition process.

Value Relates to including intelligent analytics and machine learning (ML) steps in
the workflows apart from simpler data management tasks.

Such intelligent analytics may
require synchronizations,
which are difficult to be
attained in a heterogeneous
setting.

Variability Relates to the capability of the solution to adapt to environmental changes,
i.e., any task/data placement solutions may need to be adaptive.

Tasks are typically stateful.

Visualization Relates to the fact that human-in-the-loop is a key distinctive feature (as
also in the Industry 5.0 vision).

Impacts on metrics, such as
latency, in a non-
straightforward manner.

Validity Envisaged as including data quality checks and enforcement steps as first-
class citizens (in addition to data management and ML operations).

Data quality can be quantified
in several manners and is not
typically considered using
execution plan optimization.

Vulnerability Calls for addressing privacy and security requirements, an issue of
paramount importance in edge learning.

Involves tricky tradeoffs with
performance and placement
flexibility.

Volatility Calls for continuously refining analysis results as more data are produced,
that is, the corresponding analytics workflows should run continuously to
both refine and apply trained models.

Calls for novel techniques to
reduce operations and data
transmissions when no
changes from previous values
and/or results are detected/
predicted.

Venue Relates to the judicious placement of tasks to resources. Need to account for resource
heterogeneity and
geographical distribution.

Vocabulary Relates to the development of higher level (declarative) abstractions to
describe tasks, resources, constraints, objectives, and so on.

No standardized approach
exists to date for the relevant
aspects.

Vagueness Complements validity and veracity. Same as validity and veracity
abovementioned.
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should be further emphasized. Data quality aspects
are defined in multiple manners. For instance, in
Deequ,a Apache Griffin,b and Great Expectations,c

simple data checking operations are defined and
implemented. However, data quality aspects can be
described more broadly, e.g., through ISO-25012d with
a view to covering the veracity, validity, and vagueness
big data dimensions. In this standard, there are several
relevant aspects of data quality. For example, com-
pleteness relates not only to the desire the input
data to have non-NULL values but also all the corre-
sponding data for model training to be available. Also,
precision monitors IoT streams for unjustified data
fluctuations, which are attributed to sensor malfunc-
tion; assessing precision in this sense entails the inser-
tion of a lightweight statistics module in the complete
analysis pipeline. As a third example, credibility relates
to the accuracy of an ML model and is affected by the
presence of a human in the loop. Data quality aspects
are also directly relevant to optimization objectives,
e.g., timeliness relates to the pipeline performance
and its capability to perform model refinement and
inference with low latency.

More specifically, examining the 15 data quality
characteristics of the ISO-25012, we can extract
eight of them, as presented in Table 2, which can
be directly mapped to optimization objectives and
encapsulation of data quality-oriented tasks in the
pipeline. The other seven data quality characteris-
tics are also relevant, but they cannot be easily
quantified in our context, e.g., accessibility, under-
standability, and portability. The quantitative met-
rics in the table complement performance metrics,
such as throughput, latency, power, resource, and
network utilization, which are well understood.4

Also, it is still important to consider quality of ser-
vice (QoS), which may be deemed as quantifying
accuracy after load shedding or can be application
dependent.

Third, workflow management should be geared
toward more declarativity, well beyond merely employ-
ing and calling complex ML libraries through user-
friendly scripts, as is the main status to date.10 The
extended set of optimization criteria and constraints
raise the need for a convenient manner to express
them; similarly, the user feedback needs to be in a format amenable to immediate processing and enact-

ment of corresponding actions, e.g., with regards to
source selection. Thus, there is an interplay of expres-
sion and execution. Execution is also affected by the
data and task placement decisions that also need to
be controlled, at least partially, in a declarative man-
ner. This implies changes in the underlying resource
managers, negotiators, and schedulers.

TABLE 2. Data quality characteristics, as defined in ISO-25012

and the corresponding envisaged optimization metrics and

tasks in data analytics pipelines.

Characteristic Quantitative
metric

Corresponding
task

Accuracy Degree to which
values of ingested
data deviate from
their reference
values.

Measure the
accuracy; choose
data sources
based on their
accuracy values.

Completeness Number of data
features extracted
from external data
sources employed
in model building.

Seek for relevant
and combinable
data sources.

Consistency Degree to which
values for the
same features
from different
sources are
aligned.

Measure the
consistency;
consider
consistency when
choosing data
sources.

Credibility Degree to which
data and models
built is believable
by users.

Receive human
feedback on the
credibility of
external data-lake-
based sources and
ML models.

Currentness The time difference
between data
generation and
data processing.

Assess the
currentness (also
referred to as
timeliness).

Compliance Degree to which
fields such as
timestamps follow
standards.

Task to assess
compliance;
choose data
sources based on
their compliance
values.

Precision Degree to which
sensing
mechanisms
produce precise
measurements.

Assess the
measurements
fluctuations due to
sensing
mechanism
imprecision.

Availability Degree to which
external data
sources are
available.

Profiling of the
availability of
external sources.

a[Online]. Available: htt _ps://github.com/awslabs/deequ
b[Online]. Available: htt _ps://griffin.apache.org/
c[Online]. Available: htt_ps://github.com/great-expectations/
great_expectations
d[Online]. Available: htt_ps://iso25000.com/index.php/en/iso-
25000-standards/iso-25012
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TECHNICAL NOTES REGARDING
THE RESEARCH ISSUES INVOLVED

The abovementioned discussion entails and touches
upon several topics. In the following, we further elabo-
rate on four of them.

Data source selection: This is the most challenging
part when building data lake-aware edge learning pipe-
lines. State-of-the-art solutions leverage LSH, while also
focusing on feature engineering, consideration of both
schema- and instance-level data, and advanced data
transformations to reason about the relatedness of data
sources.38,39 The ultimate goal is to yield a list of combin-
able data sources. When the data sources are mapped
to a relational schema, this goal is equivalent to detect
joinable tables. Apart from the related data quality objec-
tives, there are several performance-related optimiza-
tions that need to be taken into account given the high
computation complexity of these tasks; such optimiza-
tions all target aggressive pruning of the search space.
Combining these objectives, with data quality-related
ones and human involvement, gives rise to optimization
problems radically different than those encountered
when considering task allocation. However, still, a prom-
ising approach is to aim to cast the whole problem as an
integer linear programming one in amanner that no scal-
ability problems are encountered, and enhance the initial
solution with nature-inspired techniques,40 something
already shown to work very well in demanding geo-dis-
tributed, heterogeneous scenarios.22,41

Workflow expression: Declarative statement of ser-
vice-level objectives (SLO) is not something new and is
extensively employed in guiding elasticity in large-scale
heterogeneous environments, e.g., Pusztai et al.’s42

work. Such initiatives may serve as a basis to build more
complete solutions that consider the full range of criteria
and constraints involved, and also account for actions
other than elasticity. More specifically, the elasticity
actions need to be extended to allownot only the scaling
and migration of tasks, but also the incorporation of
additional data quality-oriented tasks and the reconfigu-
ration of running tasks on the fly. This entails the devel-
opment of novel schedulers and extensions to current
state-of-the-art resource managers. It also implies more
advanced optimization modules, which are discussed
separately in the following.

Workflow optimization: Analyzing data closer to the
edge devices, rather than in a central cloud, offers low
latency, security, and scalability in many scenarios, such
as smart cities. Several challenges arise when develop-
ing an edge computing-oriented analytics optimizer.
Edge devices are highly heterogeneous in terms of
resources, such asmemory and computational capacity,
and initial works that model such heterogeneity exist,

e.g., Hiessl et al.’s43 work. Furthermore, different cellular
networks, as well as the emerging 5G technology, induce
an additional challenge when combined.44 Edge devices
may also comprise smartphones and other mobile devi-
ces. This mobility needs to be taken into account when
seeking an optimal service placement.45 Overall, the cor-
responding service placement needs to be dynamic and
adaptive to network and resource changes in real-
time.46 Finally, when dealing with sharing data across
multiple edge devices, privacy constraints and restric-
tions may arise.47 Thus, it becomes clear that multiple
aspects should be considered when optimizing edge
computing-oriented analytics. There is also a need to
optimize multiple objectives at the same time or find a
beneficial tradeoff between them. For example, respo-
nse time, latency, energy consumption, and data transfer
need to be minimized while resource utilization and QoS
need to be maximized. Moreover, developing dynamic
pricing models for service providers poses an additional
challenge.44 Independently optimizing workflows may
be sufficient for scenarios with a small number of users;
however, in edge computing applications, multiple users
submit queries at the same time. Optimizing these
queries simultaneously is complicated but would lead
to more efficient resource utilization as techniques,
such as service caching and resource sharing could be
utilized.

Overall, the biggest challenges in the optimization of
the workflows that we envisage stem from the combina-
tion of a much broader set of constraints and additional
data quality-oriented objectives. Furthermore, theoptimi-
zations are not merely limited to judicious multiobjective
task and data placement, configuration of parallelism
degree, choice of the operator implementation, and so
on. They should also cover modifications of the logical
DAG execution plan, e.g., through inserting new data
acquisition- and quality-specific operators. Also, modify-
ing the type of tasks in the DAG based on the placement
choices needs to be considered. For example, inference
using complex deep networks could be allocated to
either a set of edge nodes running different layers
sequentially or to a single node, and thus, the workflow
DAG ismodified accordingly to reflect such decisions.

Workflow frameworks: In addition, the combina-
tion of large-scale data analytics frameworks, such as
Apache Spark, Flink, and Storm, with edge learning
frameworks, such as TensorFlow Federatede and
Fate,f needs to be investigated in depth. Reinventing

e[Online]. Available: htt_ps://www.tensorflow.org/federated
f[Online]. Available: htt _ps://fate.fedai.org/

66 IEEE Internet Computing January/February 2023

INTERNET OF THINGS, PEOPLE, AND PROCESSES

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on March 02,2023 at 12:41:10 UTC from IEEE Xplore.  Restrictions apply. 

https://www.tensorflow.org/federated
https://www.tensorflow.org/federated
https://fate.fedai.org/
https://fate.fedai.org/


the wheel should be avoided, but it is unclear how this
can be achieved in practice.

SUMMARY
Blending data acquisition, advanced ML, and analytics
workflows to be executed over arbitrary heterogeneous,
and geo-distributed computational resources both envi-
sages and aspires to develop next-generation big data
analytics and edge learning solutions. Current technolo-
gies need to be significantly extended in terms of the big
data aspects directly considered, which in turn yields an
updated list of optimization criteria, SLOs, and con-
straints. Data lake technologies, human intervention,
and data quality guarantees become far more prevalent,
while the underlying workflow execution engines need
to be equipped with more advanced optimizers. Never-
theless, significant research efforts have already been
conducted in several isolated aspects of the complete
vision described hereby. Therefore, the technical road-
map is twofold: to both extend and judiciously combine
existing solutions rather than starting from scratch,
which is inefficient and unnecessary. To this end, we
have identified the main research issues, and we
sketched the current state of the art on top of which we
advocate to build.
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