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Abstract— The aim of this paper is to present a groundwork
on the delay-minimized routing problem in a vehicular ad-hoc
network (VANET) where some of the vehicles are equipped with
full-duplex (FD) radios. We first give the generalized delay cal-
culation model for a multi-hop path, and prove that the Dijkstra
algorithm is unable to get the delay-minimized routing path from
source to destination. Then we propose two routing methods:
graph-based method and deep reinforcement learning (DRL)-
based method. In the graph-based method, the network topology
is reformulated as an equivalent graph and then an evolved-
Dijkstra algorithm is proposed. In the DRL-based method, the
deep Q network (DQN) is employed to learn the shortest end-to-
end path, wherein the delay is modeled as the rewards for routing
actions. The graph-based method can achieve the exact minimum
end-to-end delay, while the DRL-based method is more feasible
due to its acceptable complexity. Finally, extensive simulations
demonstrate that the DRL-based approach with proper hyper-
parameters can achieve near minimum end-to-end delay, and the
achieved delay has a notably decline as the number of FD nodes
increases.

Index Terms— Routing, vehicular ad-hoc network (VANET),
full-duplex, deep Q network (DQN).

I. INTRODUCTION
IRELESS devices have long been half-duplex (HD)
enabled, where transmitting and receiving are per-
formed in the time division manner. However, the break-
through of the self-interference cancellation (SIC) technique
in recent years has made it possible to enable co-time co-
channel full-duplex (FD) operation at wireless devices [1], [2].
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FD radio has the capability of transmitting and receiving at the
same time on the same frequency, thereby offering twice the
time efficiency of the HD radio. In this regard, FD radio is
supposed to be applicable to vehicular communications where
the safety message delivery with ultra-low latency is of the
highest priority [3].

A promising use case of FD-enabled vehicles is to serve as
relays in two-hop vehicle-to-vehicle (V2V) communications
as their receiving and forwarding processes can run simulta-
neously. Then the end-to-end delay can at most be reduced
by half w.rt. the legacy hop-by-hop delivery, which would
finally benefit the driving safety of intelligent transportation
systems. Such potential has been confirmed by some existing
works. For example, a full-duplex relaying (FDR) system for
use in platooning was introduced in [4], and simulation results
demonstrated the significant performance gain with FDR over
classical half-duplex relaying in terms of packet delivery ratio
and physical-layer latency. In [5], an FD store-carry-forward
scheme for intermittently connected vehicles was proposed,
where the FD capability of the relay was exploited to extend
the effective communication time with the target vehicle.

The existing works only consider a given two-hop V2V
path with a fixed relay node. However, multi-hop (more than
two hops) vehicular communication is indispensable to assist
cooperative driving in future intelligent transportation systems,
and there may be multiple feasible paths from source to desti-
nation. Thus, the routing efficiency is of great significance.
In legacy HD-based vehicular networks, aiming at getting
the delay-minimized routing path from source to destination,
the Dijkstra algorithm is the most efficient approach [6], [7].
However, as mentioned above, if there are FD vehicles serving
as relays, their receiving and forwarding processes can run
simultaneously. Then the delay of a given end-to-end path is
no longer the cumulative delay of all the hops. We wonder how
does such difference affect the delay-minimized routing issues,
which is exactly what motivates our work. This paper, extend-
ing preliminary results reported in the conference paper [8],
primarily studies the delay-minimized routing problem in a
vehicular ad-hoc network (VANET) with some of the vehicles
being FD enabled. The main contributions of this paper are as
follows.

« Based on the vehicle pattern (HD or FD) and the one-
hop delay between pairwise vehicles, we establish the
FD weighted graph, and present the generalized delay
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calculation model for multi-hop paths in the FD weighted
graph.

o We prove that the Dijkstra algorithm is unable to get the
shortest (i.e. delay-minimized) source-to-destination path
due to the fact that subpaths of shortest paths may not be
shortest paths in the FD weighted graph.

« We propose two methods to solve the shortest-path prob-
lem in the FD weighted graph. The graph-based method
can achieve the exact minimum end-to-end delay, while
the deep reinforcement learning (DRL)-based method is
more feasible due to its acceptable complexity.

« We conduct simulations to show that the DRL-based
approach with proper hyper-parameters can achieve near
minimum end-to-end delay, and the achieved delay has a
notably decline as the number of FD nodes increases.

Compared with the conference version, this paper has the
enhancements as follows. We prove in theory that the FD
weighted graphs do not have the optimal-substructure prop-
erty; we propose the DRL-based method to solve the shortest-
path problem; we make complexity analysis to our proposed
methods; we give more simulation results and discussions on
our proposed methods.

The rest of this paper is organized as follows. Section II
reviews the related work. Section III describes the system
model. Section IV introduces the problem that we want to
address. Sections V and VI present our proposed graph-
based routing method and the DRL-based routing method,
respectively. Section VII presents simulation-based perfor-
mance analysis of our proposed methods. Finally, Section VIII
concludes this paper.

II. RELATED WORK
A. Development of FD Radios

For a long time, the greatest challenge of the FD technology
was the terrible self-interference. Fortunately, the state-of-
the-art SIC technique has achieved more than 120-dB SIC
capability by together using propagation cancellation, analog
cancellation and digital cancellation [9]. With increasingly-
perfect SIC capability, FD radio has been favoured by cellular
networks, wireless local area networks (WLAN) and cognitive
networks, etc. In [10], authors showed that the sum-rate of FD-
enabled small cell networks can benefit from the introduction
of FD self-backhauling and the execution of adaptive power
allocation. In [11], authors developed an analytical model of
an FD medium access control (MAC) protocol for voice over
WLANS, and it was verified that when a number of data
connections are involved, FD communications can improve
the network capacity significantly. In cognitive radio systems
shown in [12], FD technique was employed by secondary users
to simultaneously sense and access the vacant spectrum, which
efficiently improves the spectrum utilization.

In spite of the harsh channel propagation environment
w.r.t. the other type of networks, the technical feasibility
of FD radios in VANETSs is optimistic due to the fact that
vehicular onboard units are good candidates to host high-end
transceivers with unlimited power supply and large process-
ing capacity [13]. Thus, some theoretical studies have been
conducted. In [14], FD-enabled road side units (RSUs) that
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can assist V2V communications was considered, and it was
shown that there is a great bit error rate (BER) reduction with
the proposed SIC and beamforming method. Reference [15]
considered a dual-hop V2V communication system equipped
with FDRs in the millimeter-wave networks. The performance
of this network was studied in a dense multi-lane highway
considering cooperative best vehicular relay selection strategy.
In [16], an enhanced carrier sense multiple access/collision
avoidance (CSMA/CA) protocol was analyzed for vehicular
networks, which improves the cooperative awareness mes-
sages (CAM) timeliness and reliability by leveraging FD
transceivers on board. Reference [17] investigated the use
of Long Term Evolution (LTE) direct communication among
vehicles equipped with FD radios for the beaconing service.
Compared to the use of LTE with the infrastructure, it was
shown that the direct mode with FD avoids using the downlink
and reduces the occupation of the uplink resource.

B. Routing in VANETs

The one-hop communication range at the carrier of 5.9 GHz
is greatly limited by the complex outdoor environment.
As such, multi-hop routing is required in VANETs. Traditional
VANET is just one kind of ad-hoc networks, and the solutions
for some theoretical problems, e.g., shortest path from source
to destination, are still unchanged. The main concern of related
works was the pragmatic routing protocols in the case that no
vehicle knows the complete topology of the network.

Generally, the unicast routing protocols for VANETSs can
be clssified into topology based, position based, and cluster
based. The topology-based protocols establish routing tables at
each vehicle based on the topology information, which can be
further categorized as being either proactive or reactive. Rep-
resentative proactive protocols are Optimized Link State Rout-
ing (OLSR), Destination Sequenced Distance Vector (DSDV)
and their enhancements [18], [19]. Representative reactive
protocols are Ad-hoc On-Demand Distance Vector (AODV),
Dynamic Source Routing (DSR) and their enhancements [20],
[21]. Position-based protocols directly use geographical posi-
tion of vehicles when selecting the best path to forward data.
Representative position-based protocols are Greedy Perimeter
Stateless Routing (GPSR) and its enhancements [22]. Cluster-
based protocols partition the network into clusters, and the
hierarchical routing (intra-cluster and inter-cluster) strategy
is applied. Representative cluster-based protocols are Cluster
Based Routing (CBR) and its enhancements [23]. A common
underlying assumption of all the protocols is that the vehicles
are only HD enabled.

It must be stated that our overriding concern in this paper
is the possibly-changed shortest-path problem when FD radios
can be equipped at vehicles. We assume that the complete
topology of the network is available.

III. SYSTEM MODEL
A. Network and Graph Models

As shown in Fig. 1(a), we consider a road segment where
K vehicles move in the same direction with similar velocities.
Some of the vehicles are equipped with FD radios, while the
others are only equipped with HD radios. An ad-hoc network
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Fig. 1. Network and graph models. (a) Example of network topology. (b) FD
weighted graph.

is established to provide inter-vehicle communications, where
every vehicle can be the source, destination or relay node.
If one vehicle sends data to another, then the total delay
consists of the transmission delay and propagation delay.
The network can be modeled as a weighted graph shown in
Fig. 1(b). The solid vertices and hollow vertices represent FD
vehicles and HD vehicles respectively; the edges represent
the one-hop links. Given two adjacent vertices v; and vj, the
weight of edge (v;, v;) is denoted as Tl"/1 = (Tt["]], Tp[l’j]),
where Tt[l’] I and Tp[l’] ] represent the transmission delay and
the propagation delay respectively. T[”] I can be calculated by

Tl = =iF71> where L is the data length and Rl is the

transmission rate of link (v;, vj). Tp
T[i’j] _ DpliJl
p - ¢

can be calculated by

i to vj, and
c is the beam propagation velocity. It should be noted that the
propagation delay is distance determined, and then there is
T[' 71 T[/ o] . Additionally, we assume that link (v;, v;) and
(v I3 v,) have the symmetric transmission rate, and thus there
is Ttl Jl T[] 1 In this regard, the graph is an undirected
graph, hereafter referred to as FD weighted graph.

B. Delay Calculation Model

Legacy HD relay nodes perform the receiving and forward-
ing in a time division manner. When FD relaying is enabled,
the receiving and forwarding can be performed simultaneously,
which would result in the reduction of the end-to-end delay.
We denote a path where all the relay nodes are FD enabled
as complete FD relaying (C-FDR) path. Then the following
theorem can be demonstrated.

Theorem 1: For an N-hop C-FDR path P, where all the
nodes (i.e. source, relays and destination) are sequentially
indexed by N' = {0, 1, ..., N}, the end-to-end delay is

N
max T[N(i)‘N(i+l)]+ZTP[NU)’N([+1)]. (D)

Tp =
P iciaw 't

i=1

Proof: We graphically present the path in Fig. 2. Note that
it does not matter whether the source/destination is FD enabled
since they only utilize one of the receiving and transmitting
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T[Oyl]

. TIN-1N] i :

Fig. 2. N-hop path with complete FD relaying.

Q T(Rn) ‘ T[n‘n+l] Q
Vo Vn+1

Aggregated path from vg to vy, via vy.

Fig. 3.

circuits. The theorem is proved by induction on N. When
N = 1, node v; is the destination. This is an extreme case
that there is no relay node, and then the total delay is just
Tt[o’l] + Tp[o’l]. Obviously, equation (1) holds at N = 1. Then
the inductive step is for N =n (n > 1), and according to (1)
we assume that the end-to-end delay is

n
Tt[/\/(z),/\/(wrl)] +Z TP[N(i),N(i-H)]. 2)

i=1

Tl(,P(),n) Tp (7)0 n)

It should be noted that FD relaying does not impact the hop-
by-hop propagation of data. Therefore, the total propagation
delay is still the sum of the n-hop propagation delays, which
is just T(Po,n) in (2). Then it follows that 7(Po ) in (2) is
the total transmission delay.

If it comes to N = n + 1, the subpath from vy to v, can
be equivalently aggregated into one hop with the weight of
T(Po,n) = (Tt(Po,n), Tp(Po,n)), and then the path is shown
as Fig. 3. After receiving the first packet from node vy,
the FD node v, starts the forwarding operation. Node vy,
meanwhile, does not stop the first-hop’s transmission. Due to
time overlapping of the two hops, the total transmission delay
can be approximately expressed as

Ti(Po.ng1) = max{T,(Py.n), T

—  max TNONGDI

3)

On the other hand, the total propagation delay definitely
increases by Tp[n’"H]. Thus we have

Tpy 1 = Ti(Pon+1) + Tp(Pon) + Tp["’”"'l]
n+1
= max  pNONGDLLSN pVONGD]
i={1,..., n+1} =
4)
which completes the proof. -

Remark 1: Theorem 1 indicates that the delay of a C-FDR
path is subject to the slowest transmission rate of all the
hops. In practice, however, C-FDR is always unavailable,
i.e., FD relays and HD relays coexist within a given path.
On this condition, we can deem the path as the connection of
successive C-FDR subpaths. Then the end-to-end delay of the
path can be obtained by adding up the delays of the C-FDR
subpaths. Fig. 4 gives an example of a path which is the
connection of two successive C-FDR subpaths, i.e., {vg, vi, v2}
and {vy, v3, v4, v5}.
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Fig. 4. Example of path with two successive C-FDR subpaths.

IV. PROBLEM STATEMENT

If there are multiple feasible paths from source to desti-
nation, then which path has the minimum end-to-end delay?
Dijkstra’s single-source shortest-path algorithm is the most
representative approach to solve the delay-minimized routing
problem [24,p.658]. The correctness of the Dijkstra algorithm
relies on the optimal-substructure property of classic weighted
graphs, i.e., subpaths of shortest paths are also shortest paths.
Due to this property, the algorithm can repeatedly selects the
vertex with the minimum shortest-path estimate until reaching
the destination. With regard to the FD weighted graphs,
however, we have the following astonishing proposition.

Proposition 1: (Subpaths of shortest paths may not be
shortest paths in FD weighted graphs.) In an FD weighted

graph, let Psq = {vs,..., Uk, ..., vq} be the shortest (i.e.
——

Py

delay-minimized) path fronéC Vs to vg where relay vy is an FD
node. Then P x may not be the shortest path from v, to vy.

Proof:  First consider the case where Ps4 is a C-
FDR path. Actually, Ps 4 can equivalently be aggregated into
two hops, ie., vy — vr with the weight of T(Psx) =
(Ty(Psi), Ty(Ps x)) and vy — vy with the weight of
T(Pr,a) = (It(Pr,a), Ty(Pr,a)). Then the end-to-end delay
of Ps.q is

Tp, , = max{Ty(Ps k), Ti(Pr.a)} + Tp(Ps,k) + Tp(Pra). (5)

Provided that Py 4 and another C-FDR path Q; 4 have different
subpaths from v to vy and common subpath from v to vy
(as shown in Fig. 5), then the end-to-end delay of Q4 can
be given by

To, , = max{Ti(Qs ), Tt(Pr.a)} + Tp(Qs.k) + Tp(Pr.a), (6)

where Qg x is the subpath from v, to vg in Qy 4. Furthermore,
the difference between the end-to-end delays of Py x and O
can be expressed as

AT = TPA’,k - TQx.k
= Tt(Ps,k) - Tt(Qs,k) + [Tp(Ps,k) - Tp(Qs,k)]
D IL(Pyp) + max{Ti(Qs 1), Ti(Pe.a))]

o

— [Te(Qs,1) + max{Ty(Ps ), Te(Pr.a)}, @)
B

where inequality (a) comes from the fact that Tp , < Tg,,-
In (7). if TW(Qs) < min{Ty(Psi), Ti(Pr.a))s then @ > .
In such case, the polarity of AT cannot be judged from AT <
o — B. If AT > 0, it means Qg is shorter than P; x, which
verifies the proposition.

Now consider the other case where Ps 4 is a path with
partial FD relaying. As is explained in Remark 1, Ps 4 is the
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Vs Va

TQ, )

Fig. 5. Aggregated path from vg to vy via vg.

Vo

()
14\ 42)

Fig. 6. An FD weighted graph without optimal substructure.

4.1

connection of successive C-FDR subpaths. The correctness of
the proposition in the C-FDR case has been proved above,
and thus the case of partial FD relaying surely meets the
proposition. The proof is completed. [ ]

An example is shown in Fig. 6, where vy is assumed to
be the source and vg be the destination. According to our
proposed delay calculation model, {vg, v2, v3, V4, Vg} is the
shortest path from source to destination, while {vg, v, v4} is
the shortest path from vy to vy, rather than {vg, vs, v3, v4}.

Proposition 1 indicates that the FD weighted graphs do
not have the optimal-substructure property. Selecting shortest
subpaths may not produce the shortest path. In this regard, the
Dijkstra algorithm cannot be leveraged to calculate the delay-
minimized routing solution for FD-based VANETSs. In the
following we will present two coping strategies.

V. GRAPH-BASED ROUTING METHOD

This section presents a graph-based routing method for FD-
based VANETSs. First, the network topology is reformulated
as an equivalent graph by decoupling all the FD-related links.
The reformulated graph has the property that subpaths of a
shortest path are also shortest paths. Then an evolved-Dijkstra
algorithm is proposed, which can find the shortest routing path
of the reformulated graph with low complexity.

A. Graph Reformulation

The FD weighted graph can be reformulated into an equiv-
alent one with the following steps.

a) Within the FD weighted graph that has been established,
find all the maximal FD-connected subgraphs. Here FD-
connected subgraph refers to the connected subgraph
which is composed of FD vertices only.

b) Extend each maximal FD-connected subgraph with all of
its adjacent HD vertices and edges included.

c¢) For each extended subgraph G,,, and each FD vertex v; €
Gm, find all the paths between every pairwise HD vertices
in G,,. The paths must pass v; and not pass HD vertices
except the source and destination.

d) Use a set P; to accommodate the paths that have been
found for each FD vertex v; in the previous step, the
cardinality of which is denoted as 7[1'], ie., |[P;| = ’y[i].

e) Split each FD vertex v; into ~!!/ FD vertices. Then
reconnect adjacent vertices following the paths in P,
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Fig. 7. Example of graph reformulation. (a) An extended maximal FD-con-
nected subgraph. (b) Reformulation of the subgraph.

T(R.) TF,) T )

TQ.
Aggregated path from v to vy via ve and vj.

Fig. 8.

which must finally ensure that every FD vertex belongs
to one path only.

Fig. 7 shows an example of the extended maximal FD-
connected subgraph and its equivalent reformulation. It can be
observed that v; was split into vll, v% and vf; v3 was split into
v% and v%. Fig. 7(b) decouples three paths of Fig. 7(a), i.e.,
{vo, v1, v3, v4}, {vo, V1, v2} and {va, v, v3, v4}. With regard to
the reformulated graphs, we have the following proposition.

Proposition 2: (Subpaths of shortest paths are shortest
paths in reformulated graphs.) In the reformulated graph,
let Psq = {vs, ..., Vk,...,vq} be the shortest path from v

Ps.k
to vq where v is one of the relays. Then Ps  is the shortest
path from vg to vg.

Proof: Two cases should be considered. First, if vy
is an HD vertex, Ps 4 can equivalently be aggregated into
two hops, ie., vy — vr with the weight of T(Psx) =
(Ty(Ps,k), Tp(Psx)) and vy — vy with the weight of
T(Pr.a) = (It(Pk,a), Ty(Pk,4)). Then the end-to-end delay
of Ps.q is

Tp, , = Tu(Ps i) + Tp(Ps k) + Te(Pr,a) + Tp(Pra) . (8)

Tps, k

Tpy

Provided that P, and another path Q,, have different
subpaths from vy to vy and common subpath from v to vy,
then the end-to-end delay of Qg 4 is

To,, = Tu(Qs.x) + Tp(Qs k) + Tt(Pr.a) + Tp(Pra),  (9)

TQS,k

T 4

where Qg is the subpath from v to vg in Qg 4. Since Ps 4
is the shortest path, there is T'p, , < Tg, ,. Then from (8) and
), Ip,, < Tg,, can be derived, i.e., ’Pg)k is the shortest path
from v to vy.

Now consider the other case where vy is an FD vertex. vy is
actually a vertex after splitting, which could be more precisely
denoted as v; to avoid confusion. In Py 4, we assume that
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v, is the nearest HD vertex in front of v;. The aggregated
path is shown in Fig. 8. Then according to the proof of
the first case, the subpath Py, must be the shortest path
from v, to v.. Furthermore, it should be noted that after
the graph reformulation, the degree of each FD vertex does
not exceed 2. Therefore, the subpath P, ;- is the only path
from v, to v;. Provided that P 4 and another path Q; 4 have
different subpaths from v; to v, and common subpath from
v, to vy, then we have Tp,, =Tp,, +Tp,, and To, =
Tg,, + Tp,,, where Tp ., Tg .., Tp,,, To,, and Tp,,,
respectively stand for the end-to-end delay of subpath Pj xr,
Qskrs Ps.es Qs.e and Peir. It is obvious that Tp,,w < T,
holds due to Tp,, < Tg,,, i.e., Py i is the shortest path from
vy to vy. The proof is completed. [ ]

Proposition 2 indicates that the reformulated graphs have the
optimal-substructure property, where the Dijkstra algorithm is
assuredly applicable. However, since the number of vertices
and edges both expand during reformulation, the computation
complexity of the Dijkstra algorithm would inevitably have
an increase. We will then present an evolved-Dijkstra algo-
rithm dedicated for the reformulated graphs, with which the
computation complexity can be greatly reduced.

B. Evolved-Dijkstra Algorithm

The Dijkstra algorithm calculates the delay from the source
to each visited vertex. The evolved-Dijkstra algorithm is
designed based on the fact that the degree of each FD vertex
does not exceed 2 in the reformulated graphs. When we visit
an FD vertex along whichever route, there is only one next-hop
vertex at most. Therefore, we can skip the delay calculation at
this FD vertex (if it is not the destination) and straightly visit
its next-hop vertex. The skipping repeats until an HD vertex
is visited. That is, the delay calculation and updating are only
performed at HD relays and the destination. Specifically, the
algorithm is given as Algorithm 1.

Algorithm 1 Evolved-Dijkstra Algorithm

1: Input é: (]7,?), Vi, v and vy.
2: Initialize v* = vy, T[vg] = 0, t[vE] = 00, Yur € Vi\{vs}.

3: while v; € V), do

4 Delete the vertex u = arg mi\l}l {t[vk]} from V.
Vi€

5. if u % vy then e

6: for each adjacent vertex of u do

7.

8

Visit the vertex and update v*.
while v* is an FD vertex do

9: Visit its next-hop vertex and update v*.
10: end while

11: if v* € V), then

12: t[v*] = min{t[v*], t[u] + T [uv*]}.

13: Store the shortest path from vy to v*.
14: end if

15: end for

16:  end if

17: end while
18: Output 7[vy] and the shortest path from v to vy.
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__In Algorithm 1, G= (i/\, & ) is the reformulated graph, where
V and & stand for the vertices and edges respectively. V;, € V
is the collection of all the HD vertices. Here the source vy
and destination vy are both counted as HD vertices since they
only utilize one of the receiving and transmitting circuits. v*
represents the vertex being visited currently. T [uv*] is the total
delay from u to v* via C-FDR.

C. Complexity Analysis

First, for steps a)-b) of the graph reformulation in Section V,
use the Depth First Search (DFS) method to traverse the
adjacency matrix of the FD vertices, and then all the maximal
FD-connected subgraphs and their extended subgraphs can
be obtained [24,p.603]. The number of FD vertices can be
expressed as |V| — |V;|, where V stands for the vertices of
the graph before reformulation. As such, the complexity is
OWV]|=I1ViDIV]). Provided that the largest extended subgraph
has M vertices, then for steps c)-e) of the graph reformulation,
the complexity does not exceed O(LM!), where L is the
number of extended subgraphs. Finally, Algorithm 1 traverses
the adjacency matrix of the HD vertices in the reformulated
graph, which has the complexity of O(|V;||V]). The above
analysis shows that the running speed of the graph-based
routing method is mainly limited by the size of M!. If the FD
nodes are sparsely distributed, then M! can be an acceptable
value; otherwise, steps c)-e) has quite high complexity. That
is to say, the graph-based routing method is not practical in
some cases, despite its correctness in acquiring the minimum
end-to-end delay.

VI. DRL-BASED ROUTING METHOD

As one of the machine learning approaches, DRL embeds
the strong fitting capability of deep learning into reinforcement
learning so that the agent can achieve powerful decision-
making ability even in a high-dimensional input environment
[26], [27]. Since a complex routing problem is just like an
enormous decision-making game, we believe that DRL has
the potential to address it with low complexity. In this section
we attempt to give a DRL-based method to solve the shortest
routing problem for FD-based VANETSs. First, a data packet
that needs to be delivered can act as the agent. The agent
learn the environment through gaining rewards when it moves
from any vertex to another in network. Here we give some
definitions that will be used.

A. State Space

The state refers to the location of the agent. If the agent is
located at vertex v;, then its current state is v;. Since there are
K vehicles in the network, the state space can be denoted as
S ={v,v2,...,vg}.

B. Action Space

The action determines the state transition of the agent. If the
agent moves from state v; to state v, then we directly use v;
to represent this action. Note that v; is also one of the states.
Therefore, the same as the state space, the action space can be
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denoted as A = {vy, vy, ..., vg}. A typical Markov decision
process (MDP) of the agent is s 4 §2 et s3--+, withs; € S,
a; € Aand 5,41 = a4.

1) Design of Reward Function: The reward is used to
evaluate the influence (positive, negative or none) of an action
on the search of the shortest path. As such, the reward is an
important hyper-parameter that should be designed for each
state-action pair. In this paper, we propose the reward function
as follows.

Given s; = v;, ;41 = a; = v; (Yy; € S, vj € A), different
cases should be considered. First, if v; is not adjacent to v;
in the FD weighted graph, then v; — v; is not a feasible hop
in practice. It is similar to the case that the agent hits walls
in the maze problem [25]. Therefore, the reward should be a
great negative value, i.e., r; ; = —Rj.

If v; is adjacent to v;, then the reward should be related
to the one-hop delay of v; — v;. Since delay is undesired
in communication, a larger delay should be given a smaller

reward. Then the reward function can be given by
rij = -+ T 15, (10)

where §; ; is the additional reward apart from the impact of
the v; — v; delay. Specifically, §; ; is expressed as

R;, Cl1
z min{Tt[]ax]’ T[[la]]}
8i,j = 1 veCi\(vi} — e (11)
-
0, C3.

In (11), C1 represents the case that v; is just the destination,
and then a great positive value R, is given as the additional
reward. C2 represents the case that v; is not the destination but
is an FD vertex. C; is the collection of vertices that are adjacent
to v;. Due to the fact that v; is capable of reducing the delay
by min{Tt[]’x], ]}[l’]]} via FD radio in the path v; — v; — vy
(Vv € Cj\{v;}), 8;,; for C2 is the average delay reduction
with VYv,. Finally, C3 stands for all the other cases, and they
have no influence on path searching.

The reward can only estimate the immediate return of an
action. Q value is the extension of the reward, which also
considers the long-term feedback of an action. For a state-
action pair (s, a;), its Q value can be given by

Q (81, ar) = ry,.qp +ymax Q(s;11, a), (12)
acA

where v < 1 is the discount factor of the maximal future

rewards. Then the goal of the agent is to learn a policy that

can get the maximum cumulative Q values from source to

destination.

2) DON-Based Algorithm: DQN is an off-policy DRL
model that can get the optimal policy with substantial training
episodes [28]. During each training episode, the agent itera-
tively uses the e-greedy strategy to perform state transition and
update Q values until reaching the destination or the number of
iterations exceeds a certain limitation. Specifically, to balance
exploration and exploitation, the agent selects the next-step
action with the largest Q value with probability 1 — ¢ and
selects a random next-step action with probability e. Usually,
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Algorithm 2 DQN-Based Routing Algorithm
Input state space S, action space A, source state vy € S,
destination state vy € S, reward matrix Rgxx = [r;,;].
2: Initialize the routing path P = {vy}.
Initialize the evaluation network with random weights w.

4: TInitialize the target network with weights w’ = w.
for episode=1:Mp,x do
6: Sett=1, 5, = vg.
while s; # vy and 1 < fax do

8: Get the vector of Q values for s, in the evaluation
network.
Select an action a; with the e-greedy strategy.

10: Store (s;, as, I, q,» St+1) in the ERU.
Sample random mini-batch transitions
(o, ao, Isy,aq 5 So+1)-

12: Update target Q values of all samples (s,, a,) with
(13).
Update w in the evaluation network using the SGD
algorithm.

14: if mode(t, Mcp) = O then

Reset w' = w.

16: end if
Sett=1t+1.

18:  end while

end for

20: Reset t =1, s; = v;.
while s; # vy do
22:  Get the vector of Q values for s, in the evaluation
network.
Select the action a; = arg mzizl( Q(ss, a).
24 Add s =a 0P
Sett=1t+1.
26: end while
Output P.

¢ linearly decays from 1 to 0 as the training episode grows.
Then we will show how to update Q values after the e-greedy
transition.

DQN employs the deep neural network (DNN) to pro-
duce a function f(s;, as, w) that approximates Q(s;, a;), with
which the curse of dimensionality can be avoided [29]. w in
f(ss, ar, w) is the weight matrix of the DNN. The input of
the DNN is s;, and the output is a vector of Q values for
all the next-step actions of s;. Given a fixed DNN structure,
then w is the only parameter that needs to be updated through
training. To achieve this, two neural networks with the same
structure are established, i.e., the evaluation network and the
target network, in which the former is the main network
to train w and the latter provides target Q values to the
main network. The weights of the target network are copied
from the evaluation network every M, steps of e-greedy
transition. In DQN, there is an experience replay unit (ERU)
that stores each e-greedy transition in memory with the format
of (s¢,ar,7s,.q,.St+1). Once the ERU has updates, random
mini-batch of transitions (sg, ds, 75, .4, » So+1) are sampled and
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TABLE I
BASIC SYSTEM SETTINGS OF DQN
Parameter Value
tmax, Mcp 20, 200
Capacity of the ERU 1000
R1, Ro 40, 25

delivered to both of the two networks. Then the target Q values
are given by

Vsy . ay s So4+1 = V4
rsrr’arr +’Ym%2l(Q(SO'+1’ a)v SU+1 75 Vd
ae

0o, a5) = I

(13)

where q(ss+1,a) is the Q value of (sy41,a) produced by
the target network; vy is the destination vertex. With the
target Q(ss, as), the following loss function is minimized in
the evaluation network using the stochastic gradient descent
(SGD) algorithm:

Lw) = % D (0G50, a0) = [ (50, a5, W)’ (14)
as €A

In this way, w can be updated.

After Mp.x training episodes, the agent greedily selects
action with the largest Q value until reaching the destination.
Algorithm 2 shows the overall procedure of the DQN-based
routing algorithm, where P is just the routing solution.

3) Complexity Analysis: Obviously, the complexity of
the DQN-based algorithm mainly depends on the training
stage, whose worst-case complexity can be expressed as
O(Mmaxtmax)- Mmax 1s the number of episodes, and . limits
the number of actions in each episode. Generally, Mp,x and
fmax are set linearly scaling with the size of the state space.
We will show in the simulations that hundreds of episodes
and tens of actions in each episode are enough to achieve
near optimal solutions in a 10-node network. As such, the
DRL-based method is more feasible in addressing the shortest
routing problem for FD-based VANETs.

VII. SIMULATION RESULTS AND DISCUSSIONS

In this section, MATLAB is used to conduct simulations
to evaluate the performance of our proposed routing methods.
The hardware configuration is 12th Generation Intel Core i5-
12350 CPU and Samsung DDR4 16GB RAM. A four-lane
road segment with 10 m width and 100 m length is considered.
10 vehicles establish a network and each vehicle randomly
selects one of these four lanes. Within each lane, the time
headway follows exponential distribution with the parameter
of 1 [30]. The velocity of vehicles is 72 km/h. The communi-
cation range of vehicles is set to 20 m. The transmission rate
of each link is randomly chosen from 1 Mbps, 2 Mbps and 4
Mbps in our simulations. Basic system settings of DQN are
given in Table 1.

A. Parametric Study

The DRL-based method has a group of tunable hyper-
parameters. First, we will study the impact of several critical
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hyper-parameters on the performance of DRL and make an
intuitive analysis to the optimal settings of them.

First, we study the impact of the number of neurons used
in the hidden layer of DNN in Fig. 9. v = 0.7 and Mpx =
400 are given. The size of the mini-batch samples is set
to 64. Fig. 9(a) shows the probability that the DRL-based
method can get a feasible path from source to destination
with given number of neurons. The feasible path means that
there is no disconnected hop within the path. We can see
that the probability increases with the increase of the number
of neurons. The reason is that the DNN with few neurons
cannot provide high fitting accuracy of Q values, and therefore
the agent inevitably hits the disconnected hops. Particularly,
we also give the simulation results of the network with
12 vehicles (i.e., K = 12) for comparison. We find that the
probability to get a feasible path approximates 1 when the
number of neurons reaches 13 at K = 10 and 15 at K = 12.
As such, it is better to set the number of neurons a bit greater
than the number of vehicles to guarantee the robustness the
DRL-based method.

Even if the DRL-based method gets a feasible path from
source to destination, its accuracy is also impacted by the
number of neurons. Fig. 9(b) shows the relative error of the
DRL-based end-to-end delay with respect to the minimum
end-to-end delay. As anticipated, the relative error declines
with the increase of the number of neurons until converging
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to a fine level (0.03 for K = 10 and 0.06 for K = 12).
Particularly, the relative error converges when the number
of neurons reaches 13 at K = 10 and 15 at K = 12.
As such, it can be stated that if the number of neurons is a bit
greater than the number of vehicles, the DRL-based method
can achieve the near minimum end-to-end delay.

Then in Fig. 10 we study the impact of the discount factor
on the convergency of the DRL-based method. 15 neurons
are given to the 10-vehicle network. The size of the mini-
batch samples is set to 64. The cumulative reward versus
the number of episodes is observed. It is shown that when
~ = 1.0, the cumulative reward cannot get convergence within
600 episodes. This is because if v = 1.0, the agent cares too
much about the future return of an action. On the contrary,
when v = 0.7 or v = 0.4, the cumulative reward can get
convergence within 300 episodes. However, the cumulative
reward after convergence at v = 0.4 is —8.0011, while the
cumulative reward after convergence at v = 0.7 is 22.0398.
This means that if the discount factor is too small, the agent
cares little about the future return of an action and as a result
the algorithm may fall into local optimum.

Furthermore, the impact of the size of mini-batch samples
on the convergency of the DRL-based method is studied in
Fig. 11. We set v = 0.7. 15 neurons are given to the 10-vehicle
network. The cumulative reward versus the number of episodes
is observed. It is demonstrated that the cumulative reward
cannot get convergence within 300 episodes when the size
of mini-batch samples is 8 or 16. The reason is that too
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Fig. 13. Routing solutions for a given topology. (a) The Dijkstra algorithm.
(b) Our proposed methods.

few samples cannot provide enough labeled training data for
the DNN. When the size of mini-batch samples is 32 or 64,
the cumulative reward can get convergence quickly and their
convergent cumulative rewards are very close.

Finally, we compare the DRL performance with and without
FD reward in Fig. 12. Specifically, in the C2 case of Eqn. (11),
we give an additional reward to FD vertices, which is just the
“DRL with FD reward” in Fig. 12. If this additional reward is
not given, then there is §; ; = 0 in the C2 case of Eqn. (11),
which is just the “DRL w/o FD reward” in Fig. 12. Obviously,
DRL without FD reward can only achieve the comparable
performance to the Dijkstra algorithm. This is because they
both ignore the capability of FD radios. As such, it is verified
that our proposed reward function in this paper is effective in
modeling the capability of FD radios.

B. Routing Solution

Given a topology shown as Fig. 13, the routing solutions
are simulated, with A and E being the source and destination
respectively, and the data length being 400 Bytes. Fig. 13(a)
shows the routing solution of the Dijkstra algorithm, i.e.,
A—C—I—-F—-B—E. The end-to-end delay of this path is
7.2 ms. Fig. 13(b) shows the routing solution of our proposed
methods. In the DRL-based method, we determine the hyper-
parameters empirically based on the above parametric study.
Specifically, DNN we established has one hidden layer with
15 neurons; size of mini-batch samples is 64; ~ is set to
0.7; Mmax is set to 400. We can see that both of the graph-
based method and the DRL-based method can get the optimal
solution, i.e., A—>C—I—J—B—E. The end-to-end delay of
this path is only 6.4 ms.

C. Performance Comparison

To complete the performance analysis, we compare the end-
to-end delays achieved by different routing methods (DRL,
Dijkstra, Min-hop) with the exact minimum end-to-end delay
(Optimal). “Min-hop” is a classic routing method which
minimizes the number of hops from source to destination.
“Optimal” is just the outcome of our proposed graph-based
method. The DNN structure and hyper-parameters used in the
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DRL-based method are the same as the ones given in the
previous subsection.

Fig. 14 shows the end-to-end delay averaged over 200 ran-
dom topologies versus the number of FD nodes. It can be
observed that for whichever method, the end-to-end delay
declines with the increase of the number of FD nodes. Obvi-
ously it benefits from the improvement of the relay efficiency.
Importantly, the DRL-based method achieves the very close
performance to the optimal one, which verifies the feasibility
of DRL for addressing the FD-based shortest-path problem.
For given number of FD nodes, the min-hop method has the
worst performance among all the methods due to the fact that
less hops does not mean less delay. Moreover, the performance
gap between the Dijkstra algorithm and the optimal one at
intermediate number of FD nodes is bigger than that at small
or great number of FD nodes. This is because when the number
of FD nodes is comparable to HD nodes, the optimal routing
chooses more FD relay nodes, while the Dijkstra algorithm
chooses more HD relay nodes.

Fig. 15 shows the end-to-end delay averaged over 200 ran-
dom topologies versus data length. We notice that for
whichever routing method, the end-to-end delay increases
linearly with the increase of data length. The reason is that
the millisecond transmission delay scales as the data length,
and the microsecond propagation delay can be overlooked.
As anticipated, the DRL-based method can achieve the near
minimum delay no matter whether there are FD nodes. Mean-
while, the Dijktra algorithm can achieve the exact minimum
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delay in the 0-FD-node case, but it loses efficacy in the
4-FD-node case. Particularly, as the data length increases,
the minimum delay of 4-FD-node case grows much slower
than that of 0-FD-node case. This exactly illustrates the
superiority of FD radios in relaying large-sized inter-vehicle
communication data.

VIII. CONCLUSION

The delay-minimized routing problem of the FD-based
VANETs was studied. First, the FD weighted graph model
and the delay calculation model were presented. The delay
calculation model indicates that the delay of a C-FDR path
is subject to the slowest transmission rate of all the hops.
Then a proposition was proposed to show that the Dijkstra
algorithm is unable to get the delay-minimized source-to-
destination path in the FD weighted graph. To handle this,
we proposed a graph-based method, which consists of network
topology reformulation and the evolved-Dijkstra algorithm.
In order to avoid extra-high complexity, we also proposed a
DRL-based method, wherein DQN is employed to learn the
shortest source-to-destination path. Simulations demonstrated
that the DRL-based method can achieve an end-to-end delay
which is close to the graph-based method. Future work is
in progress to investigate FD-based routing protocols if each
vehicle can only get partial topology, which would further
enhance the study of FD-based VANETs.
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