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Abstract—In enterprise management systems (EMS),
augmented Intelligence of Things (AIoT) devices generate
delay-sensitive and energy-intensive tasks for learning ana-
lytics, articulate clarifications, and immersive experiences.
To guarantee effective task processing, in this work, we
present a cloud-assisted fog computing framework with
task offloading and service caching. In the framework,
tasks make offloading decisions to determine local pro-
cessing, fog processing, and cloud processing with the
goal of minimal task delay and energy consumption, con-
ditioned on dynamic service caching. To this end, we first
propose a distributed task offloading algorithm based on
noncooperative game theory. Then, we adopt the 0–1 knap-
sack method to realize dynamic service caching. At last,

Manuscript received 30 March 2022; revised 20 May 2022 and 11
June 2022; accepted 22 June 2022. Date of publication 27 June 2022;
date of current version 8 November 2022. This work was supported
in part by the National Natural Science Foundation of China under
Grant U20A20181, in part by the Key Research and Development
Project of Hunan Province of China under Grant 2022GK2020, in
part by the Hunan Natural Science Foundation of China under Grant
2022JJ2059, in part by the Funding Projects of Zhejiang Lab under
Grant 2021LC0AB05, and in part by the Open Research Funds from
Guangdong Laboratory of Artificial Intelligence and Digital Economy
(SZ) under Grants GML-KF-22-22 and GML-KF-22-23. Paper no. TII-
22-1346. (Corresponding authors: Zhu Xiao; Hongbo Jiang.)

Xingxia Dai is with the College of Computer Science and Electronic
Engineering, Hunan University, Changsha, Hunan 410082, China, and
also with the Guangdong Laboratory of Artificial Intelligence and Dig-
ital Economy (SZ), Shenzhen 518060, China, (e-mail: xingxdai718@
gmail.com).

Zhu Xiao and Hongbo Jiang are with the College of Computer Sci-
ence and Electronic Engineering, Hunan University, Changsha, Hu-
nan 410082, China (e-mail: zhxiao@hnu.edu.cn; hongbojiang2004@
gmail.com).

Mamoun Alazab is with the College of Engineering, IT and Environ-
ment, Charles Darwin University, Darwin, NT 0810, Australia (e-mail:
mamoun.alazab@cdu.edu.au).

John C. S. Lui is with the Department of Computer Science and
Engineering, The Chinese University of Hong Kong, Shatin, N.T., Hong
Kong (e-mail: cslui@cse.cuhk.edu.hk).

Geyong Min is with the Department of Mathematics and Com-
puter Science, University of Exeter, EX4 4PY Exeter, U.K. (e-mail:
gmin@exeter.ac.uk).

Schahram Dustdar is with TU Wien, 1040 Vienna, Austria (e-mail:
dustdar@infosys.tuwien.ac.at).

Jiangchuan Liu is with the School of Computing Science, Si-
mon Fraser University, Burnaby, BC V5A 1S6, Canada (e-mail:
jcliu@cs.sfu.ca).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TII.2022.3186641.

Digital Object Identifier 10.1109/TII.2022.3186641

we adjust the offloading decisions for the tasks offloaded
to the fog server but without caching service support. In
addition, we conduct extensive experiments and the results
validate the effectiveness of our proposed algorithms.

Index Terms—Augmented Intelligence of Things (AIoT),
enterprise management systems (EMS), game theory,
service caching, task offloading.

I. INTRODUCTION

ENTERPRISE management systems (EMS) as the combi-
nation of industrial Internet of Things and Intelligence of

Things, has drawn ever-increasing attention from academia to
industry, boosting the development of smart society [1], [2].
To improve the interrelation with human beings, augmented
intelligence is used to develop a human-centered partnership
model for smart EMS. The augmented Intelligence of Things
(AIoT) supports learning analytics, articulate clarifications and
immersive experiences. To this end, AIoT devices generally
generate massive data and require fast task processing. For
example, to implement real-time vision applications in EMS,
AIoT devices need to capture massive video data, then perform
complicated task processing for each frame under strict delay
constraints [3], [4]. However, due to limited local computing
capability and energy budget, operating these applications in
AIoT devices will inevitably incur large task computing delay
and thus suffer from degraded processing efficiency.

Fog computing emerges as a promising solution, by which
sufficient computation resources are pushed from a cloud server
to the network edge [5]–[8]. This enables fog servers the pro-
vision of computing resources in the manner of proximity to
AIoT devices. In this way, delay-sensitive and energy-intensive
tasks can be offloaded from AIoT devices to fog servers, thereby
facilitating low task delay and energy consumption [9].

A problem arising in fog computing is the service caching
issue [10], [11]. Specifically, task processing requires com-
putation services (e.g., video streaming analysis) and related
databases/libraries (e.g., online deep learning frameworks).
Without service support, the tasks cannot be processed on the
platform. But, a fog server is unable to cache overall services
requested by the diverse tasks due to limited storage space. As
a result, if the requested services are not available in the fog
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server, these tasks are not supported by fog processing. Thus,
how to make use of the limited fog storage space is a question
worth considering for efficient task offloading.

However, previous related studies fail to consider the service
caching issue effectively in task offloading [12]–[16]. In these
works, a fog server is assumed to have infinite computation
services, or assumed to follow fixed service caching strategies
in task offloading. Clearly, the former assumption does not hold
in the real world, since fog server is inherently constrained by
limited storage space. Under the unsuitable assumption, task
offloading is easily trapped by suboptimal offloading solutions.
Additionally, the latter assumption inevitably degrades task of-
floading efficiency. Specifically, AIoT devices generate diverse
tasks, and the requested computation services are changing.
If the fog server follows a fixed service caching strategy, its
available computation services will keep invariable. As a result,
fog offloading is only available for specific tasks during the
whole offloading. The fixed service caching degrades offloading
efficiency, especially when the tasks are requested by AIoT
devices frequently while the computation services are not cached
in the fog server.

As a remedy, several studies jointly consider task offloading
and service caching issues, such as [17]–[19]. However, they
do not consider the issues for cloud-assisted fog computing. As
such, tasks not supported by fog computing have to be processed
locally, and thus incur large computation delay, especially for
computing-intensive tasks. Actually, cloud computing, due to
abundant resources, enables low computation delay, especially
for tasks with large computation workloads and small data bits.
Thus, cloud-assisted fog computation has been proposed in [6],
[20]–[24]. But, these works neglect service caching issues for
cloud-assisted fog computing.

To bridge the gap, we jointly formulate the task offloading
and service caching problems for cloud-assisted fog computing
in EMS. To find out feasible solutions to the problem, we are
facing several challenges: 1) Service caching couples with task
offloading decisions. Tasks are unable to seek fog computing
when the computation services are not cached in the fog server;
and in return, task offloading results reflect the performance of
service caching. To achieve effective task processing, the inter-
play between offloading decisions and service caching needs to
be taken into consideration. 2) The formulated problem is non
deterministic polynomial (NP)-hard since both the offloading
decisions and service caching strategies are discretized and
combinational. Additionally, AIoT devices are distributed and
deployed in the real world, and the global information is hard
to obtain for decision-making due to lacking a centralized con-
troller.

To address the aforementioned challenges, we derive an
approach which jointly considers task offloading and service
caching for cloud-assisted fog computing. Specifically, tasks
can be offloaded to a fog server for less task delay and local
energy consumption. Then, the fog server seeks dynamic service
caching for a cloud server based on the task popularity. Due to
the constrained fog storage space, the fog server caches limited
computation services. When the requested service caching is
not cached in the fog server, the tasks can be offloaded to the

cloud server or processed locally. Guided by the approach, both
offloading efficiency and service caching are emphasized for
cloud-assisted fog computing. Our contributions are summa-
rized as follows.

1) We jointly consider task offloading and service caching
issues for cloud-assisted fog computing in EMS. To
achieve minimal system cost, i.e., the weighted sum of
task delay and local energy consumption, tasks make
offloading decisions. Considering limited fog storage, a
dynamic service caching is derived, where the fog server
flexibly requests computation services from the cloud
server based on the task popularity.

2) We propose an algorithm supporting task offloading
and service caching for cloud-assisted fog computation
(TO&SC-CF), detailed in Section IV. Specifically, we
first propose a distributed task offloading algorithm based
on noncooperative game theory. Based on the offloading
decisions, we adopt the 0–1 knapsack method to realize
dynamic service caching. Guided by the service caching,
we adjust the offloading decisions for tasks offloaded to
the fog server and without service supports.

3) We conduct extensive experiments, detailed in Section V,
to validate the effectiveness of our proposed algorithms.
The simulation results demonstrate the superiority of
the proposed algorithm compared with other algorithms
under various system parameters, such as required CPU
cycles, task data bits, task number, and fog storage units.

The rest of the article is organized as follows. Section II
presents the related works followed by the system model and
problem formulation in Section III. Section IV is TO&SC-CF.
In Section V, we conduct evaluations. Finally, Section VI con-
cludes this article.

II. RELATED WORKS

Fog computing has emerged as an attractive paradigm for
task processing, by which computing-intensive tasks can be
offloaded to the fog server for pursuing less task delay and
local energy consumption [12]–[16]. In [12], the authors for-
mulated two optimization problems in fog computing, where
smart terminals enable task offloading to the nearby fog server.
By jointly considering communication and computation states,
the optimal offloading solutions can be found with the goal of
minimal local energy consumption. Based on the solutions, the
authors study a task assignment problem to further minimize
energy consumption. In [13], the authors considered offloading
the computation tasks to an edge server or a third-part fog
node. Based on the offloading requests, both computation and
communication resources are managed in the fog computing
system, aiming at the maximum network management profit.
In [14], the authors performed a dynamic resource allocation
framework in the fog computation system, where users enable
to offload tasks to the fog server and need to pay for the
allocated computation resources. The problem is formulated as
a mixed-integer nonlinear programming problem, targeting the
minimal task delay, energy consumption, and price cost. In [15],
the authors studied the provisioning problem of the virtualized
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network function services in fog computing. By considering the
mobility and delay requirements, an optimization problem max-
imizing network utility and throughput is formulated. In [16],
the authors proposed a secure task-offloading framework, where
tasks are offloaded to the fog node. The selected node enables
secure task offloading that it offloads tasks to a neighboring fog
node based on smart contracts.

To maintain effective processing, service caching deserves
particular attention in task offloading. There are several studies
that jointly consider task offloading and service caching [17]–
[19]. In [17], the authors formulated a mixed-integer nonlinear
programming problem, in which a mobile user offloads its tasks
to the fog server and the server dynamically caches services
for task processing. By optimizing offloading decisions, service
caching and resource allocation, minimal task delay and local
energy consumption can be realized. In [18], the authors studied
the dependent task offloading problem under the limited fog
storage constraint. Only services are cached in the fog server,
the tasks enable fog processing. To solve the problem, the
authors design an efficient convex programming algorithm to
optimize task offloading and service caching. In [19], the authors
addressed task offloading and service caching problems under
the constraints of communication resources and task delay, tar-
geting maximum system utility. Based on this, the authors derive
effective algorithms under the circumstances of homogeneous
and heterogeneous service caching.

Compared with a cloud server, the fog server only has lim-
ited resources. Consider this, several works investigate cloud-
assisted fog computation [6], [20]–[24]. In [6], the authors de-
signed a cloud-assisted fog computing framework, where tasks
are mostly offloaded to the fog node. Considering limited fog
resources in computation and storage, the selected fog node can
be further offloaded tasks to its neighboring fog nodes and/or
the cloud server. In this framework, the authors investigate
a delay-driven task offloading problem. In [20], the authors
considered a task offloading and resource allocation problem in
a fog-cloud computing environment. Based on the Lyapunov op-
timization technique, the authors propose an online algorithm to
solve the problem, aiming at minimizing the average task delay.
In [21], the authors designed a framework with multiple devices,
multiple fogs servers, and a cloud server, targeting minimal task
delay and local energy consumption. On this basis, the authors
propose a placement technique algorithm and a lightweight
prescheduling algorithm for concurrent applications. In [22], the
authors proposed a mincost offloading partitioning algorithm.
The algorithm enables the minimal partitioning cost under dif-
ferent cost models and mobile environments. This is achieved
by optimizing application partitioning decisions to determine
whether to process the applications locally or offload them to
cloud and fog servers. In [23], the authors proposed an effective
task offloading solution for real-time traffic management in
fog-based Internet of vehicles (IoV) systems. To this end, the
authors leverage queue theory to model vehicle states and derive
an approximate method to achieve task offloading optimization.
In [24], the authors considered an online deadline-aware task
dispatching and scheduling in fog computing. By optimizing
the network bandwidth and computing resources, the authors

Fig. 1. System model. Combining TO&SC, tasks make offloading
decisions.

aim to the maximum number of tasks completed within the
deadline.

As these works mentioned, fog offloading and service caching
are both essential for effective task processing. However, most of
the existing works consider task offloading and service caching
separately, which is not realistic and easily trapped by supop-
timal offloading and caching solutions. Additionally, existing
works mostly neglect tasks for which the requested services
are not available in fog computing or assume these tasks are
processed locally without cloud-assisted offloading. This leads
to degraded offloading efficiency. Different from these works,
we study task offloading and service caching jointly in this
work. Furthermore, we present a cloud-assisted framework that
efficiently overcomes deficient fog service resources. Guided
by this, we derive a joint task offloading and service caching
algorithm for cloud-assisted fog computation.

III. SYSTEM MODELS AND PROBLEM FORMULATION

Fig. 1 presents the system model of (TO&SC-CF. The model
comprises a cloud server, a fog server and multiple AIoT devices.
Each AIoT device generates one task to be processed. Let
N = {1, . . ., N} denote the task set. In EMS, AIoT devices
typically offload their tasks to the fog server since fog computing
facilitates low computation delay while keeping small transmis-
sion delay. As such, in task offloading phase, AIoT devices either
process their tasks locally or offload tasks to the fog server.
In addition, the fog server needs to equip diverse computation
services to support task processing. However, constrained by the
storage space, the fog server only can cache limited computation
services. Different from fog computing, cloud computing has
abundant computation services. Thus, we derive dynamic service
caching for fog computing, where the fog server enables to
flexibly request computation services from the cloud server
based on the task popularity. While dynamic caching ensures that
popular computation services are cached, several services are
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TABLE I
SUMMARY OF THE KEY NOTATIONS

still not available in the fog server. Once the requested services
are not cached in the fog server, AIoT devices need to adjust
the offloading decisions, i.e., to determine whether the tasks are
processed locally or offloaded to the cloud server. We list the
key notations as Table I for better readability.

A. Task Offloading Model

The offloading decision of task n is denoted as a vector
xn = {xl

n, x
f
n, x

c
n}, in which each element is a binary variable.

1) Local Processing: When xl
n = 1 and xf

n = xc
n = 0, task

n is processed locally. The local computation delay is
expressed as

T l
n = cn/fn (1)

where cn denotes the required CPU cycles of taskn and fn is the
local CPU cycle frequency. Local processing also incurs energy
consumption

El
n = �cn(fn)

2 (2)

where � is the energy coefficient related to the chip architecture
of the AIoT device.

2) Fog Processing: When xf
n = 1 and xl

n = xc
n = 0, task

n will be offloaded to the fog server for processing [25]. The
task offloading goes through three phases: 1) data transmission;
2) task processing; 3) result feedback.

When task n is transmitted from the AIoT device to the fog
server, the transmission delay is

T f,n
trans = bn/r

f
n (3)

where bn represents the data bits of task n, rfn reflects the
transmission rate between the fog server and the AIoT device
generating task n [26]. Given the transmission power pfn of the
AIoT [27], [28], we obtain the transmission energy consumption

Ef,n
trans = pfnT

f,n
trans. (4)

After receiving the offloaded tasks from AIoT devices, the
tasks will be processed by the fog server. We use ff

n to denote
the allocated fog computing resources for processing task n.
Guided by this, we calculate the computing delay of task n for

fog processing

T f,n
comp = cn/f

f
n . (5)

In this manner, the computation energy consumption is con-
ducted by the fog server [29]. Note that, in this work, we focus
on the local energy consumption rather than that of fog. Addi-
tionally, to complete the fog offloading, the processing results
are required to feedback from the fog server to the AIoT devices.
Since the data bits of the results are much smaller than that of
offloaded tasks, we ignore the delay and energy consumption of
result feedback in task offloading [30].

3) Cloud Processing: When xc
n = 1 and xl

n = xf
n = 0, task

n will be offloaded to the cloud server for processing. Different
from fog offloading, cloud server has more powerful computing
capabilities [18], and thus we overlook the cloud processing
delay and focus on data transmission. The transmission delay
for pursuing cloud processing is

T c,n
trans = bn/r

c
n (6)

where rfn is the transmission rate between the could server
and AIoT generating task n. Correspondingly, we obtain the
transmission energy consumption, expressed as

Ec,n
trans = pcnT

c,n
trans. (7)

B. Service Caching Model

In EMS, the dedicated set of computation services and their
related databases/libraries are cached in the fog server to support
task processing. Due to the constrained storage space, a fog
server caches limited computation services. But, AIoT devices
generate different tasks, and thus the requested computation
services are changing. If the fog server follows a fixed caching
strategy, its available computation services will be invariable.
As a result, when the fog server does not cache the computation
services initially, fog offloading is not supported for the specific
tasks during the whole offloading. The fixed service caching
inevitably degrades offloading efficiency, especially when the
tasks are requested by AIoT devices frequently while the com-
putation services are not cached. To bridge the gap, inspired
by [31], we design a dynamic service caching scheme in this
work. Specifically, the fog server flexibly requests computation
services from the cloud server based on diverse tasks. In this way,
service caching policies can be dynamically adjusted rather than
keep fixed, which facilitates task offloading efficiency.

As presented in Fig. 2, we elaborate on the operational flow
of the dynamic service caching as follows.

1) For tasks to be offloaded to the fog server, the AIoT
devices first inform the fog server of the requested service
information before task transmission.

2) After receiving the information, the fog determines the
popularity of each service based on the requested number.
Services with large numbers have high popularity, and
thus hold more chances to be cached in the fog server.

3) Considering the popularity and limited storage space, the
fog server downloads services from the cloud to cache.
We introduce a binary variable αf

n = {0, 1} to illustrate
whether the services requested by task n is cached (αf

n =
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Fig. 2. Dynamic service caching in task offloading.

1) or not (αf
n = 0) in the fog server. If the service is cached

in the fog server, the tasks can be processed in the fog.
4) When the requested services are not cached in the fog

server, the AIoT devices have to adjust the offloading
decisions for these tasks, i.e., to determine whether to
offload the task to the cloud or process it locally. It is
noted that the service download from cloud to fog and
the task transmission from AIoT devices to the fog server
are concurrent. We assume that the download delay is no
more than the transmission delay due to the high-speed
wired links between the fog and cloud. As such, this
dynamic service caching will not incur additional delay.

C. Problem Formulation

Tasks to be offloaded are delay-sensitive and energy-intensive,
which motivate us to achieve the minimal system cost, i.e.,
the weighted sum of task delay and local energy consumption.
Considering the allocated CPU cycles, data transmission rate,
and power, each AIoT device makes offloading decisions to
determine whether to process its task locally or at a fog server.
Due to limited storage capabilities, the fog cannot cache overall
computation services requested by tasks. For tasks of which
the services are not cached in the fog server, these tasks need
to adjust the offloading decisions, i.e., to determine whether to
process its task locally or at the cloud server for less system cost.

Combining offloading decision and service caching, we ob-
tain the delay of task n, expressed as

Tn = xl
nT

l
n + αf

nx
f
n(T

f,n
trans + T f,n

comp) + xc
nT

c,n
trans. (8)

The local energy consumption of task n, expressed by

En = xl
nE

l
n + αf

nx
f
nE

f,n
trans + xc

nE
c,n
trans. (9)

Mathematically, we formulate the problem as

min
xn

∑

n∈N
βTn + (1 − β)En (10)

s.t. αf
n ∈ {0, 1} (11a)

sfn ≤ smax (11b)

xc
n, x

l
n, x

f
n ∈ {0, 1} (11c)

fn ≤ fmax
n , ff

n ≤ fmax (11d)

Fig. 3. Workflow of the TO&SC-CF algorithm.

where the constraint (11a) implies that a service only has two
states: 1) cached; 2) not in the fog server, the constraint (11b)
reflects that the cached services cannot exceed the storage space
of the fog server, the constraint (11c) denotes that each task can
be only offloaded to a single processor for continuity, and the
constraint (11d) indicates that the allocated computing resources
need to be less than the maximum computing resources of the
AIoT device and fog server.

However, it is not a trivial issue to find the optimal solution
to the formulated problem. Firstly, this is a nonconvex problem,
since the offloading decisions and service caching strategies are
all discretized solutions. Worse still, there are combinational
features of task offloading and service caching, making the
formulated problem difficult to solve directly. Secondly, the
AIoT devices are hard to obtain global information in the real
world, since the centralized controller is generally lacking in the
real world.

IV. TASK OFFLOADING AND SERVICE CACHING FOR

CLOUD-ASSISTED FOG COMPUTING

To tackle the difficulties in solving the formulated problem,
in this section, we derive a joint TO&SC-CF. As presented in
Fig. 3, we formulate a noncooperative game to determine task
offloading decisions firstly. Then, we adopt the 0–1 knapsack
method to determine the dynamic service caching strategies.
Guided by the caching solutions, we adjust the task offloading
decisions.

A. Noncooperative Game for Task Offloading

In EMS, AIoT devices typically offload their tasks to the
fog server since fog computing facilitates low computation
delay while keeping small transmission delay. As such, in the
task offloading phase, AIoT devices either process their tasks
locally or offload tasks to the fog server. Considering scattered
locations of AIoT devices, we formulate a noncooperative game
for achieving effective task offloading. In the game, each AIoT
makes offloading decisions without requiring a centralized con-
troller. This distributed method guarantees the system utility
while paying attention to the individual interests [32], [33]. We
present the game as

G = (N ,A,U(A)) (12)
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where N represents the finite task set, A denotes all feasible
task offloading decision set, and U(A) indicates the utilities
performed by the task offloading decisions A. Give the ith
allocation strategy of Ai, we define the utility function as

U(Ai) = F − f(Ai), i ∈ A (13)

where F is a large value to ensure positive U(Ai), f(Ai) is the
optimization objective in (10), expressed as

f(Ai) = βT (Ai) + (1 − β)E(Ai). (14)

T (Ai) and E(Ai) are the total task delay and local energy con-
sumption performed by the policy Ai. Note that the expressions
of (10) and (14) reflect the weighted sum of task delay and
local energy consumption from the task and the offloading policy
perspectives, respectively.

Based on the “regret-matching” approach in the noncoopera-
tive game, we attempt to find out the optimal offloading strategy
A∗ (i.e., achieving minimal system cost) by maximizing the
utility value U(A∗). We use R(Ai,Aj) to measure the regret
degree for applying the strategy Aj instead of Ai, expressed as

R(Ai,Aj) = max{U(Ai,A−i)− U(Aj ,A−j), 0}. (15)

If R(Ai,Aj) > 0, the strategy Aj will be replaced by Ai to
improve the utility value. As such, the probability distributions
of strategy Ai and Aj at the next iteration are

P (Ai) =
1
τ
R(Ai,Aj), i �= j (16)

P (Aj) = 1 −
∑

Ai∈A
P (Ai), j �= i (17)

where τ is a large value for ensuring positive P (Aj).
The proposed task offloading algorithm is summarized in Al-

gorithm 1. After I times iteration, we obtain the time complexity
of Algorithm 1 is O(AI), where A =| A | is the total number
of the feasible offloading strategies.

Let ρξ(·) denote the empirical distribution for all feasible
allocation policies of A for the fog computation resources.
Sξ(Ai) is the occurrence for the strategy Ai up to ξ iterations.
As such, we obtain the adopted frequency of the strategy Ai

during the period

ρξ(Ai) =
Sξ(Ai)

ξ
. (18)

Based on the analysis in [32] and [34], we conclude that ρξ(Ai)
converges to correlated equilibrium when ξ intends to infinity.

B. 0–1 Knapsack-Based Service Caching

Service caching is critical for avoiding infeasible task offload-
ing decisions [18], [35]. In EMS, the fog server has constrained
storage capabilities, and thus enables several dedicated and
limited service supports. If the services frequently requested by
AIoT devices are not available in the fog server, the efficiency
of fog processing will be significantly degraded.

To guarantee effective task offloading, we propose a dynamic
service caching algorithm to determine which services need
to be cached in the fog server. The algorithm enables the fog
server to flexibly requests computation services k ∈ K from the
cloud server based on diverse tasks. Let λk

n ∈ {0, 1} denote
the requested service by task n. When λk

n = 1, service k is
requested by task n; if λk

n = 0, service k is not available in the
fog server. On this basis, we define Lk as the popularity degree
of computation service k based on the requested times

Lk =
∑

n∈N
λk
n. (19)

In addition, each service occupies sk storage space for the
cache. The total cached services in the fog server cannot exceed
the maximum fog storage space smax

fog . As such, dynamic service
caching aims to achieve maximum service popularity under the
fog storage constraint. These features enable us to formulate the
service caching as a 0–1 knapsack problem. Specifically, if a
service occupies excessive storage space, the service will not be
cached in the fog server. When a service satisfies the fog storage
constraint and produces larger popularity, it will be cached in
the fog server. On this basis, we derive the 0–1 knapsack-based
dynamic service caching algorithm detailed in Algorithm 2. The
time complexity is O((S + 1)(K + 1)), where S =| smax

fog | is
the maximum fog storage capabilities and K =| K | is the total
number of the requested services.

C. TO&SC-CF Algorithm

After determining service caching policies, we need to adjust
the task offloading decisions. The reason is that task offloading
decisions may not be supported by service caching policies.
Specifically, tasks are offloaded to the fog server or processed
locally with the goal of the minimal system cost after implement-
ing Algorithm 1. Note that the offloading decisions are based on
the infinite computation services in the fog server. However,
the fog server has limited storage space and the limited storage
hinders the cache for the overall requested computation service.
As such, we derive Algorithm 2 to implement dynamic service

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on November 14,2022 at 08:16:49 UTC from IEEE Xplore.  Restrictions apply. 



668 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 19, NO. 1, JANUARY 2023

caching, where a fog server flexibly caches computation services
from the cloud server based on the task popularity. To guarantee
effective task offloading, the computation services frequently
requested by AIoT devices have a large chance to be cached
in the fog server. While dynamic caching ensures that popular
computation services are cached, several services are still not
available in the fog server. Suppose a task should be processed by
the fog server guided by Algorithm 1, but the requested services
are not available in the fog server after implementing Algorithm
2. In this case, the task has to adjust its offloading decisions since
fog offloading is not supported for the task. As a result, the task
needs to change its offloading decisions, i.e., determine whether
to process the task locally or offload the task to the cloud server
targeting less system cost.

To achieve effective TO&SC-CF in EMS, we propose the
TO&SC-CF algorithm, detailed in Algorithm 3. The algorithm
decouples task offloading decisions and service caching policies,
while ensuring task processing with minimal system cost under
the service caching constraint. The time complexity of Algo-
rithm 3 is O(AI + (S + 1)(K + 1) +N), where N =| N | is
the total number of the tasks.

TABLE II
PARAMETER SETTINGS

V. PERFORMANCE EVALUATION

In this section, we conduct experiments to evaluate the pro-
posed TO&SC-CF algorithm.

A. Simulation Setup

We conduct experiments on a desktop computer with an 11th
Gen Intel(R) Core(TM) i7-11700F @2.50 GHz, 16 GB memory
and Win10 OS. In our experiments, we consider five AIoT
devices for cloud-assisted fog computing. Each AIoT device
generates a task to be processed. The parameter settings are
listed, shown in Table II. We compare the proposed algorithm
with the following algorithms.

1) Task offloading with dynamic service caching (TO&SC)
[31]: The algorithm enables offloading decisions based
on dynamic service caching in fog computing, without
considering the cloud-assisted fog computing scheme.

2) Task offloading for cloud-assisted fog computing
(TO&CF) [36]: The algorithm follows fixed service
caching rules. When the requested services are not cached
in the fog server, the tasks can be offloaded to the cloud
server for less task delay and local energy consumption.

3) Task offloading in fog computing (TO) [37]: Guided by
the fixed service caching scheme, the algorithm makes
task offloading decisions. If the requested services are not
available in the fog server, the tasks have to be processed
locally.

4) Local task processing (LP): Offloading is not available
and tasks are processed locally in the algorithm.

B. Comparison Analysis

1) Comparison Analysis on Required CPU Cycles: Fig. 4
shows the comparison of system cost between different algo-
rithms under various CPU cycles. As the required CPU cycles
grow, the system cost increases. The reason is that large CPU
requirements enlarge task computation delay and computing en-
ergy consumption. Additionally, we noticed that the growth rate
of LP, TO, and TO&SC are similar with increasing CPU cycles.
The reason is that the service with varying CPU cycles does not
have to be cached in the fog server in our setting, then TO and
TO&SC need to process the task with large CPU cycles locally.
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Fig. 4. Performance of different algorithms under various CPU
requirements.

Fig. 5. Performance of different algorithms under different task data
bits.

Benefitting from the cloud-assisted scheme, the proposed algo-
rithm and TO&CF enable to offload the computing-intensive
tasks to the cloud server. Since the system cost is determined
by transmission energy consumption in cloud processing, the
system cost keeps fixed with different CPU cycles when the task
is offloaded to the cloud server. Furthermore, the system cost
conducted by the proposed algorithm and TO&CF is similar for
small fog storage units in the setting. Once we enlarge the stor-
age, the performance difference between these two algorithms
becomes even more pronounced, as shown in Fig. 7.

2) Comparison Analysis on Task Data Bits: Fig. 5 shows the
comparison of system cost between different algorithms under
various task data bits. Task data bits affect the system cost by
changing transmission delay and energy consumption. Large
data bites incur large system cost. But we find that the system
cost of LP, TO, and TO&SC remain fixed. The reason is that
LP is independent of task data bits; for TO and TO&SC, they
will process the tasks locally when the service requested by
the task with various data bits is not cached in the fog server.
Since TO&SC enables dynamic service caching, this ensures
frequently requested services have a high priority in fog caching,

Fig. 6. Performance of different algorithms under different task
number.

and thus TO&SC achieves less system cost than TO; fog pro-
cessing is supported in TO, then TO performs better than LP. For
the proposed algorithm and TO&CF, the task will be offloaded
to the cloud server when the data bits are small and the requested
service is not cached in the fog server. Larger data bits incur more
transmission energy consumption, thus increasing the system
cost. As the data bits grow, the system cost conducted by the
cloud server will exceed that conducted by local processing.
In this case, the task will be processed locally, and thus the
system cost conducted by the proposed algorithm is near to
that conducted by TO&SC. Furthermore, TO&CF follows fixed
service caching rules, and several frequently requested services
may not be cached in the fog server. Therefore, TO&CF holds a
large convergent value compared with the proposed algorithm.

3) Comparison Analysis on Task Number: Fig. 6 shows the
impact of task number on system cost. More tasks lead to
larger task delay and energy consumption and thus increasing
the system cost. Since LP does not support fog processing,
the system cost sharply increases as the task number grows.
TO, due to fixed service caching and without the cloud-assisted
scheme, its system cost is more than that of TO&CF, TO&SC,
and the proposed algorithm. The proposed algorithm follows
the dynamic service caching in cloud-assisted fog computing
networks, and thus produces less system cost.

4) Comparison Analysis on Fog Storage Space: Fig. 7
shows the comparison of the system cost between different
algorithms under various fog storage spaces. Large storage units
mean the fog server enables to delivery computation services for
more tasks. The system cost of LP remains fixed with changing
fog storage units due to local processing. Different from the
LP, the remaining algorithms involve fog processing. As the
storage increases, their system cost decreases. Furthermore,
since TO and TO&SC do not consider cloud processing, fog
storage units have a more significant impact on the system costs.
When the fog has cached the requested services, the system
costs remain fixed. In addition, we noticed that the system cost
performed by the proposed algorithm and TO&CF decreases
slowly. The reason is that these two algorithms can offload tasks
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Fig. 7. Performance of different algorithms under different fog storage
units.

to the cloud server when the requested services are not cached
in the fog server. When the fog storage is small and the task
CPU is large, TO&SC typically performs worse than TO&CF;
when the fog storage is large, TO&SC typically performs better
than TO&CF. Furthermore, since the fog server incapacitates
dynamically adjusting service caching strategies, TO&CF incurs
a large system cost than the proposed algorithm.

VI. CONCLUSION

In this article, we jointly investigated task offloading and
service caching issues for cloud-assisted fog computing in EMS.
Specifically, AIoT devices generate delay-sensitive and energy-
intensive tasks. The tasks can be processed locally, and offloaded
to the fog server, with the goal of minimal system cost, i.e.,
the weighted sum of task delay and local energy consumption.
Considering dynamic service caching in the cloud-assisted fog
computing framework, tasks without service support in the fog
server can be further offloaded to the cloud server. To find out
satisfactory solutions for task offloading and dynamic service
caching, we first proposed a distributed task offloading algorithm
based on noncooperative game theory, where tasks are processed
in local AIoT devices or in the fog server. Then, we leveraged
the 0–1 knapsack method to realize dynamic service caching
based on task popularity. Guided by service caching, we adjusted
offloading decisions. If tasks are offloaded to the fog server and
lack computation service, the tasks will be offloaded to the cloud
server or processed locally. Additionally, we conducted exten-
sive experiments to validate the proposed algorithms, and the
results show suppositories of our proposed algorithms compared
with that of other algorithms. In the future, we will extend our
work by adding the number of fog servers to consider migration
cost in cloud-assisted fog computing networks.
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