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Abstract—Mobile edge computing (MEC) and device-to-device (D2D) offloading are two promising paradigms in the industrial Internet of Things (IIoT). In this work, we investigate task co-offloading, where computing-intensive industrial tasks can be offloaded to MEC servers via cellular links or nearby IIoT devices via D2D links. This co-offloading delivers small computation delay while avoiding network congestion. However, erratic movements, the selfish nature of devices and incomplete offloading information bring inherent challenges. Motivated by these, we propose a co-offloading framework, integrating migration cost and offloading willingness, in D2D-assisted MEC networks. Then, we investigate a learning-based task co-offloading algorithm, with the goal of minimal system cost (i.e., task delay and migration cost). The proposed algorithm enables IIoT devices to observe and learn the system cost from candidate edge nodes, thereby selecting the optimal edge node without requiring complete offloading information. Furthermore, we conduct simulations to verify the proposed co-offloading algorithm.

Index Terms—Mobile edge computing (MEC), device-to-device (D2D) offloading, industrial Internet of Things (IIoT) devices, multi-armed bandit (MAB).

I. INTRODUCTION

Recent years have witnessed that industrial Internet of Things (IIoT) has drawn ever-increasing attention, boosting the development of smart factories. IIoT devices in smart factories are required to continuously and timely process tasks for effective industrial services, involving industrial control, smart transportation, and virtual reality (VR) [1]. However, taking VR as an instance, this service needs to consume enormous computing resources for rendering tasks, while constrained computing capabilities and limited battery lifetime of IIoT devices impede continuous local rendering [2]. As a current solution, these computing-intensive industrial tasks are offloaded to cloud servers to seek abundant computing resources [3]. Unfortunately, such a solution suffers from large transmission delay due to long network distance, and hence degrades service performance.

In response, mobile edge computing (MEC) provides a promising solution to sink cloud computing to the network edge, thereby shortening task transmission delay [4]. In MEC, edge servers offer computing resources for multiple IIoT devices within the communication coverage by creating a serial of virtual machines. As such, computing-intensive industrial tasks can be offloaded to MEC servers to pursue less computing delay in the meantime keeping low transmission delay. Nevertheless, both the communication capabilities and computing resources of MEC servers are limited. Once IIoT devices are out of the edge communication coverage, they are not supported by task offloading. Additionally, when an MEC delivers offloading services for numerous IIoT devices simultaneously, network congestion is typically inevitable, especially for tasks with a huge volume of data bits. This incurs large queue delay, even may cause task failure.

Facing these issues, device-to-device (D2D) offloading [5] serves as a promising solution to expand the communication coverage and address the network congestion problem. In D2D offloading, IIoT devices enable to establish short-range D2D communication links. According to the Cisco Annual Internet Report (2018–2023), the D2D (or the interchanged term ‘machine-to-machine’) links are expected to add up to 14.7 billion by 2023 [6]. These links expand the network coverage since one IIoT device can communicate to another IIoT device out of MEC communication range. Furthermore, these links allow an IIoT device to offload computing-intensive tasks to its nearby IIoT devices with surplus computing resources. For these reasons, D2D offloading, serving as a supplement of MEC, effectively promotes industrial service performance.

In the paper, we strive to propose a co-offloading scheme in D2D-assisted MEC networks. Different from previous works [7]–[20], which investigate MEC and D2D offloading separately. Our work concentrates on a joint MEC and D2D offloading, where computing-intensive industrial tasks can be offloaded to MEC servers to seek abundant computing resources. For these reasons, D2D offloading, serving as a supplement of MEC, effectively promotes industrial service performance.

In the paper, we strive to propose a co-offloading scheme in D2D-assisted MEC networks. Different from previous works [7]–[20], which investigate MEC and D2D offloading separately. Our work concentrates on a joint MEC and D2D offloading, where computing-intensive industrial tasks can be offloaded to MEC servers to seek abundant computing resources.
computing for UDs. As such, computing-intensive industrial tasks generated by UDs can be offloaded to MEC servers and SeDs based on industrial task features, i.e., computation demands and data bits. This co-offloading empowers to deliver small computation delay while avoiding network congestion, effectively avoiding sub-optimal offloading performance.

However, when designing a co-offloading scheme in D2D-assisted MEC networks, we are facing several challenges. (i) **Erratic movement.** UDs move erratically that they may roam throughout communication coverage supported by different MEC servers and SeDs. In this case, offloading decisions following the movement are beneficial for small transmission delay, while additional migration cost arises in return, such as service interruption delay caused by service data roaming and service virtual machine setup [21]. (ii) **Selfish nature.** SeDs tend to act in a selfish manner that they usually have a low will for computing resource sharing. The reason is that task offloading consumes considerable computing resources, while the primary concern of SeDs is to maintain their own performance given the limited computing resources. Therefore, it is challenging to measure the offloading willingness and stimulate computing resource sharing among IoT devices [22]. (iii) **Incomplete information.** Another key challenge for task co-offloading is the lack of complete information. Erratic movement and dynamic environment lead to the varying of network topology and channel state. Such information is intractable to model or predict before task offloading. Consequently, UDs are required to make co-offloading decisions based on incomplete offloading information [23].

To address the above-mentioned challenges, we design a co-offloading framework integrating MEC and D2D offloading, where computing-intensive industrial tasks are offloaded to MEC servers and SeDs based on task features and incomplete offloading information. This framework jointly considers migration cost and offloading willingness of SeDs with the goal of minimal system cost, i.e., the sum of task delay and migration cost. Our contributions are highlighted below.

- We propose a co-offloading framework in D2D-assisted MEC networks, where MEC servers and SeDs enable offloading services for computing-intensive industrial tasks. In this framework, migration cost is considered to avoid frequent migration while keeping small transmission delay, detailed in Section III-B. Besides, we design a willingness metric, detailed in Section III-C, to quantify the possibility of D2D offloading and stimulate resource sharing among IoT devices.
- We investigate a learning-based industrial task co-offloading algorithm based on multi-armed bandit (MAB) theory, detailed in Section IV. This algorithm involves twice learning in the SeD willingness and the system cost. A UD first finds out the SeD with the largest willingness, and the selected SeD serves as a candidate edge node to perform edge computing. Then, the UD learns task delay and migration cost from the candidate edge nodes, targeting the edge node with minimal system cost. After several learning times, the optimal co-offloading decisions can be made without requiring complete offloading information.
- We conduct extensive simulations, detailed in Section V, to validate the effectiveness of our proposed learning-based algorithm. The simulation results demonstrate the superiority of the proposed algorithm compared with other learning-based algorithms under various system parameters, such as task computation demands, data bits and learning times.

The remainder of the paper is organized as follows. Section II presents the related works followed by the system model and problem formulation in Section III. Section IV is learning-based task co-offloading. In Section V, we conduct evaluations, followed by the conclusion in Section VI.

II. RELATED WORKS

In this section, we classify the existing task offloading into the following three categories.

One is the MEC-enabled task offloading, where computing-intensive tasks can be offloaded to MEC servers (e.g., base stations, access points and roadside units) for low computation delay and small local energy consumption [7]–[14]. In [7], the authors present a framework combining service caching and workload scheduling in MEC. To achieve minimal service delay and outsourcing traffic, an iterative algorithm based on Gibbs sampling is proposed. In [8], the authors jointly optimize the access network selection and service placement in MEC. Each user selects an access point for service offloading with the goal of small service delay and switching cost. In [9], the authors investigate a task offloading strategy in MEC, where edge servers are heterogeneous and users have different locations. The strategy is analyzed based on a Markov decision process (MDP) and realizes small offloading time. In [10], the authors develop a task processing and caching solution in MEC. By rationally adjusting communication, computation and caching settings, mobile devices enable to acquire minimal mean delay. In [11], the authors consider a task offloading problem in MEC, aiming at the long-term minimal task delay and energy consumption. This optimization problem is achieved by finding out the optimal offloading strategies, CPU frequency and transmission power. In [12], the authors propose trust-aware task offloading in MEC-enabled internet of vehicles. To achieve minimal service response time, an improving strength Pareto evolutionary algorithm is derived. In [13], the authors address user allocation problems in MEC, where a vendor determines which MEC servers to serve for a specific user. This problem is formulated as a potential game based on user’s quality of service. Correspondingly, a game-theoretic approach is proposed, and its performance is theoretically and empirically evaluated. In [14], the authors offload computing-intensive tasks to nearby BSs for task processing on the internet of health things (IoHT). The goal of this work is to minimize the total long-term energy consumption of IoHT devices under task delay and reliability requirements.

Another is the D2D-assisted task offloading, where computing-intensive tasks can be offloaded to other devices with under-utilized computing resources to maintain service performance [15]–[20]. In [15], the authors advocate a D2D-assisted computation offloading framework in cognitive radio networks. In this framework, the primary user offloads computation tasks to the secondary user by D2D communications.
To minimize energy consumption, offloading decisions and transmission power are jointly optimized under the limitation of deadline and power control. In [16], the authors propose a Tactile Internet-driven delay assessment in a D2D-enabled communication framework. In this framework, Tactile Internet communication and a pricing-based three-dimensional matching method are derived, targeting improving transmission speed and throughput of cell edge users. In [17], the authors investigate offloading willingness of mobile nodes in D2D offloading. An inventive-driven method is proposed to simulate mobile nodes to participate in D2D offloading. On this basis, an integer non-linear programming problem is formulated to maximize the saving energy. In [18], the authors study a joint task assignment and power control problem in D2D offloading with the assistance of energy harvesting technology. This work assumes that energy consumption conducted by D2D links can be compensated by the harvested energy. Guided by this assumption, energy efficiency is maximized under the constraint of task delay and energy causality. In [19], the authors study a D2D-enabled cooperative MEC network, where resource-limited devices enable to offload their tasks to the devices with surplus resources, with the goal of minimal total task execution delay. This optimization is achieved by adjusting task assignment and power allocation. In [20], the authors consider a joint multi-user cooperative partial offloading, transmission scheduling and computation allocating problem in D2D-assisted MEC. In this work, idle mobile terminals serve as relay nodes for active mobile terminals, targeting minimal task response latency and energy consumption.

The last one is the co-offloading integrating MEC and D2D offloading, where MEC servers and devices with excessive computing resources are both served as candidate edge nodes for task processing. IIoT devices offload computing-intensive tasks to these edge nodes for small computation delay and local energy consumption while keeping low queue delay [24]–[29]. In [24], the authors investigate a co-offloading problem in D2D enabled MEC networks by integrating task traffic and computation. Mobile devices make offloading decisions based on the locations and offloading willingness. In [25], the authors present a framework integrating MEC and cache-enabled D2D communications with the goal of minimal energy cost. File popularity and user preference are paid particular attention in this framework. A reinforcement learning-based method is proposed to determine file popularity and user preference. In [26], the authors formalize a resource management problem in D2D-aided MEC networks. One device can offload tasks to MEC servers or other devices with surplus resources under the energy harvesting system. By jointly optimizing computation offloading decisions, energy transmission power and CPU processing speed, the optimal solution with maximal long-term utility energy efficiency can be realized. In [27], the authors consider D2D communications with MEC, where each device can offload its task to an edge node by cellular link or a nearby device with abundant resources via D2D link. The goal of this work is to maximize the number of devices supported by the cellular networks under a series of constraints in both communication and computation. In [28], the authors optimize offloading decisions, collaboration decisions and resource allocation in the multi-user collaborative mobile edge computing network. In this network, delay-sensitive tasks can be processed locally, offloaded to the nearby mobile devices or MEC servers, aiming to the minimal total energy consumption of mobile users meanwhile guaranteeing the task delay constraint. In [29], the authors investigate an online truthful mechanism integrating resource allocation, where a requester can offload its tasks to the collaborators and BS. Based on data bits, task delay, and task preference, the authors derive a social welfare-maximization optimization problem by jointly considering collaborator selections, resource allocation, time scheduling decisions and pricing policy designs.

As these works mentioned, D2D-assisted MEC offloading facilitates small task delay and local energy consumption. However, this co-offloading also produces additional migration cost due to erratic movement, and derives offloading willingness dilemma due to the selfish nature of devices. What’s worse, intractable networks hamper the acquisition of transmission rate, and hence co-offloading has to rely on incomplete offloading information. However, most of the existing works overlook these issues, thus the system performance is easily trapped by sub-optimal co-offloading strategies. Different from these works, we study industrial task co-offloading in D2D-assisted MEC networks by jointly considering migration cost, offloading willingness and incomplete offloading information. To the best of our knowledge, this co-offloading has not been studied before.

III. SYSTEM MODELS AND PROBLEM FORMULATION

Fig. 1 presents the proposed system model, involving two entities, i.e., MEC servers and IIoT devices. The IIoT devices are classified by UDs and SeDs. For a UD, there are multiple edge nodes, i.e., MEC servers and SeDs, enabling offloading services for it. In this work, we discretize the timeline into $T$ time slots. At each time slot, a UD generates one computing-intensive industrial task and offloads its task to a single edge node. For simplify, we assume that tasks generated by the same UD across time slots hold sequential relationship and
are executed in order [30]. Besides, we list the key notations as Table I for better readability.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^t_{m,n}$</td>
<td>The co-offloading decision of UD $n$ at time slot $t$</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>The edge node set</td>
</tr>
<tr>
<td>$\mathcal{M}_{MEC}$</td>
<td>The MEC server set</td>
</tr>
<tr>
<td>$\mathcal{M}_{SeD}$</td>
<td>The SeD set</td>
</tr>
<tr>
<td>$b^t_{n,m}$</td>
<td>The data bits of task $n$ at time slot $t$</td>
</tr>
<tr>
<td>$B$</td>
<td>The wireless bandwidth</td>
</tr>
<tr>
<td>$\delta^2$</td>
<td>The noise power</td>
</tr>
<tr>
<td>$r^t_{m,n}$</td>
<td>The transmission rate between UD $n$ and MEC server $m$</td>
</tr>
<tr>
<td>$t^t_{m,n,mec}$</td>
<td>The communication delay for task $n$ transmitting to MEC server $m$</td>
</tr>
<tr>
<td>$R_{mec}$</td>
<td>The communication range of an MEC server</td>
</tr>
<tr>
<td>$q^t_{m,n,mec}$</td>
<td>The queue delay of MEC server $m$ for task $n$ processing</td>
</tr>
<tr>
<td>$f^t_{n,m}$</td>
<td>The computation demands of task $n$ at time slot $t$</td>
</tr>
<tr>
<td>$f^t_{m,n}$</td>
<td>The allocated computing resources of MEC server $m$ for task $n$</td>
</tr>
<tr>
<td>$t^t_{mec}$</td>
<td>The communication delay for task $n$ in MEC offloading</td>
</tr>
<tr>
<td>$r^t_{m,n,d2d}$</td>
<td>The communication rate between UD $n$ and SeD server $m$</td>
</tr>
<tr>
<td>$d^t_{trans}$</td>
<td>The computing delay for task $n$ transmitting to SeD server $m$</td>
</tr>
<tr>
<td>$d^t_{compute}$</td>
<td>The computing delay of task $n$ in D2D offloading</td>
</tr>
<tr>
<td>$W_{n,m}$</td>
<td>The offloading willingness of SeD server $m$ for processing task $n$</td>
</tr>
<tr>
<td>$G_n$</td>
<td>The migration cost of task $n$ at time slot $t$</td>
</tr>
</tbody>
</table>

### A. Co-offloading Model

UDs enable to offload tasks to MEC servers and SeDs for processing, which is referred to as task co-offloading in this paper. The co-offloading decision of task $n$ at time slot $t$ is denoted as $x^t_{m,n} = \{x^t_{m,n} : m \in \mathcal{M}\}$, where $x^t_{m,n} \in \{0, 1\}$, $\mathcal{M}$ is an edge node set consisting of MEC server set $\mathcal{M}_{MEC}$ and SeD server set $\mathcal{M}_{SeD}$, i.e., $\mathcal{M} = \mathcal{M}_{MEC} \cup \mathcal{M}_{SeD}$. We assume that the optimal edge node will not change at each time slot, but can be changed across time slots.

1) MEC Offloading: When $x^t_{m,n} = 1, m \in \mathcal{M}_{MEC}$, task $n$ is offloaded to MEC server $m$ at time slot $t$. In MEC offloading, each UD is assigned one sub-channel of cellular links for transmitting the offloaded task to the target MEC server. We define $h^t_{n,m,mec}$ and $p^t_{n,m,mec}$ as the channel power gain and transmission power between UD $n$ and MEC server $m$ at time slot $t$. Additionally, we assume the wireless bandwidth and noise power keep fixed during $T$ time slots in MEC offloading, denoted as $b_{mec}$ and $\delta^2_{mec}$ respectively. As such, the communication rate between UD $n$ and MEC server $m$ at time slot $t$ can be expressed as:

$$r^t_{n,m,mec} = B_{mec} \log_2 \left(1 + \frac{p^t_{n,m,mec} | h^t_{n,m,mec} |^2}{\delta^2_{mec}} \right), m \in \mathcal{M}_{MEC}. \ (1)$$

Correspondingly, we obtain the communication delay when task $n$ is transmitted to MEC server $m$ at time slot $t$, expressed as:

$$T^t_{n,m,mec} = \frac{b^t_{n,m,mec}}{r^t_{n,m,mec}}, m \in \mathcal{M}_{MEC}, \ (2)$$

where $b^t_{n}$ represents the data bits of task $n$ at time slot $t$. Since a UD moves erratic, the UD may be incapable of communicating with MEC server $m$ directly. In this case, task $n$ is required to be propagated to the target MEC server through edges-relay in local area network, and thus network propagation delay of $t^t_{n,pro}$ is produced. Guided by this, we define the task transmission delay as:

$$T^t_{n,m,mec} = \begin{cases} \frac{b^t_{n,m,mec}}{r^t_{n,m,mec}}, & t^t_{n,pro} > R_{mec}, \\ \frac{b^t_{n,m,mec}}{r^t_{n,m,mec}} + t^t_{n,pro}, & t^t_{n,pro} \leq R_{mec}, \end{cases} \ (3)$$

where $t^t_{n,m,mec}$ is the distance between MEC server $m$ and UD $n$ at time slot $t$. The parameter $R_{mec}$ is a fixed value, denoting the communication range of an MEC server.

Then, we use an $M/M/1$ queuing model to characterize the queue delay caused by network congestion in MEC offloading.

$$T^t_{n,m,queue} = \frac{t_{exp}}{1 - e^{-t_{exp}}}, m \in \mathcal{M}_{MEC}, \ (4)$$

where $t_{exp}$ is the expected delay for sending and receiving data without network congestion, and $c_0$ is the normalized computation tasks processed by MEC cooperation [31].

After that, task $n$ can be processed by MEC server $m$ with the allocated computing resources. Since an MEC server serves for multiple UDs, we use $f^t_{m,n}$ to denote the allocated computing resources of MEC server $m$ for processing task $n$. Based on this, we calculate the computing delay of task $n$ as:

$$T^t_{n,m,compute} = \frac{f^t_{n,m}}{r^t_{m,n}}, m \in \mathcal{M}_{MEC}, \ (5)$$

where $c_n$ is the computation demands of task $n$. Overall, the total delay of task $n$ for MEC offloading is formulated as:

$$T^t_{n,m,mec} = T^t_{n,m,mec} + T^t_{n,m,queue} + T^t_{n,m,compute}, m \in \mathcal{M}_{MEC}. \ (6)$$

2) D2D Offloading: When $x^t_{m,n} = 1, m \in \mathcal{M}_{SeD}$, task $n$ is offloaded from a UD to SeD server $m$ via the D2D link at time slot $t$. We define $h^t_{n,m,d2d}$ and $p^t_{n,m,d2d}$ as the channel power gain and transmission power between UD $n$ and SeD server $m$ at time slot $t$. Given fixed bandwidth of $B_{d2d}$ and noise power of $\delta^2_{d2d}$ in D2D offloading, we obtain the communication rate between UD $n$ and SeD server $m$ at time slot $t$, expressed as:

$$r^t_{n,m,d2d} = B_{d2d} \log_2 \left(1 + \frac{p^t_{n,m,d2d}}{\delta^2_{d2d}} \right), m \in \mathcal{M}_{SeD}. \ (7)$$

Correspondingly, when task $n$ is transmitted to the target SeD server $m$, the communication delay is expressed as:

$$T^t_{n,m,d2d} = \frac{b^t_{n,m,d2d}}{r^t_{n,m,d2d}}, m \in \mathcal{M}_{SeD}. \ (8)$$

Since the communication coverage conducted by D2D links is small, we assume that each SeD delivers offloading service to at most one UD to avoid queue delay [19]. Then, we use $f^t_{m,n}, m \in \mathcal{M}_{SeD}$, to denote the computing resources of SeD server $m$ for processing task $n$. Therefore, the computation delay is expressed as follows:

$$T^t_{n,m,compute} = \frac{c^t_n}{r^t_{m,n}}, m \in \mathcal{M}_{SeD}. \ (9)$$

It is noted that the computation results need to be feedback from the target edge node $m \in \mathcal{M}$ to the UD. If direct communication is not available for result feedback, the results will be transmitted to the UD via edges-relay. Because the output result size is much smaller compared with the input
task, we neglect the result feedback delay in both MEC and D2D offloading [32]. As such, the total delay of task $n$ at time slot $t$ for D2D offloading is expressed as:

$$T_{d2d}^t = T_{n,m,d2d}^t + T_{n,m,d2d}^{t,compute}, m \in M_{SeD}. \quad (10)$$

### B. SeD Willingness Model

SeDs tend to act in a selfish manner that they usually have a low will for computing resource sharing. The reason is that processing tasks offloaded by UDIs consumes considerable computing resources, while the primary concern of SeDs is to maintain their own service performance given the limited computing resources. Under the selfish nature, massive computing resources of SeDs are wasted, while a variety of tasks generated by UDIs will suffer from the prolonged delay due to lacking computing resources. In addition, varying roles of IIoT devices indicate that a SeD could serve as a UD at the next time slot and seek task offloading services. Therefore, SeDs acting for their interests will impact their own performance and ultimately degrade the whole system performance.

Motivated by the challenges mentioned above, a promising solution is to stimulate computing resource sharing among IIoT devices. For a SeD $m \in M_{SeD}$, we present a function to depict its offloading willingness for task $n$ at time slot $t$:

$$W_{m,n}^t = \gamma I_{m,n}^t \sqrt{\sigma_{m}^t}, m \in M_{SeD}, \quad (11)$$

where $\gamma$ is a normalized coefficient to make the willingness range from 0 to 1. $I_{m,n}^t$ is an incentive factor, recording the times that the UD serves as a SeD and process tasks offloaded by other devices up to time slot $t$; $J_{m,n}^t$ and $\sigma_{m}^t$ are performance factors, paying attention to SeD performance. We define $\sigma_{m}^t = c_{m}^t(c - c_{m}^0)$, where $c_{m}^t$ represent the task computation demands of SeD $m$ at time slot $t$, $c \in (c_{m}^0, 2c_{m}^0)$. When SeD $m$ is with heavy computation demands, $\sigma_{m}^t$ will drop sharply and hence go against large willingness. Based on the willingness function shown in Equation (11), the willingness of SeD $m$ at time slot $t$ is jointly determined by the incentive factor, i.e., $I_{m,n}^t$, and the performance factors, i.e., $J_{m,n}^t$ and $\sigma_{m}^t$. For example, suppose that i) UD $n$ has a large incentive value $I_{m,n}^t$, indicating this UD had played as the SeD role and shared computing resource for other IIoT devices; ii) the requested SeD $m$ has small own computation demands and large computing resources. Then, the SeD will perform a large willingness for processing tasks offloaded by UD $n$.

In a nutshell, the proposed willingness function is beneficial for effective D2D offloading via resolving the "selfishness dilemma." On the one hand, recall $I_{m,n}^t$ in Equation (11), UD $n$ broadcasts its incentive value to SeDs. A large $I_{m,n}^t$ would reap a higher willingness $W_{m,n}^t$, and hence increasing the chance that SeDs deliver offloading services for UD $n$. Furthermore, this incentive factor will in turn stimulates SeDs to share their resource, as SeDs could turn into UDIs and would strive to a large $I_{m,n}^t$ for seeking task offloading services. On the other hand, $J_{m,n}^t$ and $\sigma_{m}^t$ in the willingness function ensure performance-guaranteed offloading for the SeDs, since a SeD with large computing resources and low computation demands tends to contribute its computing resources in D2D networks.

### C. Migration Cost Model

Since a UD may roam throughout several areas supported by different edge nodes, dynamic service migration should be considered to maintain effective task co-offloading [33]. For example, a UD offloads its task to an MEC at time slot $t$ via the direct cellular link between them. At the next time slot, the UD roams to the communication coverage served by another edge node. In this case, the UD holds two co-offloading decisions. One is that the UD offloads its task to the same edge node selected at time slot $t$ for keeping task processing continuity. As a result, long transmission delay may incur as the UD movements extend network distance and the propagation delay caused by edges-relay needs to be considered. The other is that the UD makes its co-offloading decision following UD’s movements and the task will be processed by another edge node different from the former MEC. Guided by this co-offloading decision, the transmission network distance is greatly reduced, while additional migration overhead incurs, such as service interruption delay and service virtual machine set up. Overall, co-offloading decisions following UD’s movements are beneficial for small transmission delay, while additional migration overhead arises in return. It is therefore important to investigate the impact of dynamic service migration in task co-offloading. To this end, we introduce a parameter $c_{mig}$ to denote the migration cost between different edge nodes. The migration cost for UD generating task $n$ at time slot $t$ is expressed as:

$$G_{n}^t = c_{mig}I\{x_{i}^{t-1.n-1} = 1, x_{j}^{t,n} = 1, i \neq j\}, i, j \in M. \quad (12)$$

where $I\{x\}$ is an indicator function. When event $x$ is true, $I\{x\} = 1$; if event $x$ is false, $I\{x\} = 0$.

### D. Problem Formulation

Task delay reflects service performance directly, especially for time-critical industrial tasks. For that reason, our objective is to minimize task delay in this work. To achieve small delay, frequent service migration is typically inevitable for the sake of less network distance and transmission delay. However, frequent migration produces additional data roaming and virtual machine set-up delay, leading to degraded offloading performance. As such, we define the optimization objective as the system cost of task $n$ conducted by edge node $m$ processing at time slot $t$, expressed as:

$$\Xi_{m,n}^t = \alpha T_{n}^t + (1 - \alpha)G_{n}^t, m \in M, \quad (13)$$

which integrates task delay and service migration cost. The weighting factor $\alpha \in [0, 1]$ is introduced to balance these two conflicting objectives. $T_{n}^t = x_{n}^t(T_{n,mec}^t + T_{d2d}^t), m \in M$, indicating the delay of task $n$. Mathematically, we formulate the co-offloading problem as:

$$\min_{x_{n}^t} \frac{1}{T} \sum_{t=1}^{T} \sum_{m \in M} \Xi_{m,n}^t, m \in M. \quad (14)$$
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TII.2022.3158974, IEEE Transactions on Industrial Informatics.

IV. LEARNING-BASED TASK CO-OFFLOADING

In this section, we investigate a learning-based approach to find out the optimal offloading decision. Following that, we propose a learning-based task co-offloading algorithm and analyze the learning regret.

A. Learning-based Co-offloading Approach Based on MAB

When a UD only holds incomplete offloading information, i.e., lacking information of the allocated computing resources and channel states, finding out the optimal edge node for task processing directly is difficult. Under the circumstances, the UD needs to observe and learn edge performance while offloading their tasks. As such, we propose a learning-based task co-offloading approach based on MAB theory, with the goal of minimal task delay and service migration cost.

MAB focuses on the exploration-exploitation dilemma in reinforcement learning [34]. The gambler does not have any prior information about $k$ arms in a $k$-armed bandit problem, choosing an arm per time slot and correspondingly obtaining a reward. The purpose of the game is to maximize the reward value via “learning while choosing.” In this classical situation, the gambler wants to choose a new arm to pursue a higher reward (i.e., exploration), yet he is unwilling to undertake the related risk (the reward of the new arm is less than the former one). For that reason, the arm with the largest reward currently may be selected (i.e., exploitation). Apparently, MAB theory enables to be adopted in our industrial task co-offloading problem, where the candidate edge nodes are considered as arms with different reward values. In our work, the reward is determined by task delay and service migration cost as shown in Equation (14). The UD may select the current optimal edge node or search for new edge nodes for possible better rewards.

Despite the above analysis, we emphasize there are three main differences of our proposed industrial task co-offloading approach compared with the classical MAB. i) The optimization objective. Different from MAB, our goal is to minimize task delay and migration cost rather than selecting the largest value. ii) States of arms. Candidate edge nodes are varying due to UD movements and changing computation demands, while “arms” keep fixed in classical MAB. iii) Learning process. The proposed learning-based approach involves twice learning at each iteration instead of once learning in classical MAB.

It is noted that the proposed approach is easy to implement in the real world since network information (i.e., channel states, transmission rate), and computing resources information (i.e., computation demands and allocated computing resources), are not required prior.

B. Learning-based Co-offloading Algorithm

We propose a learning-based task co-offloading algorithm as shown in Algorithm 1, which consists of two stages, i.e., SeD choosing (lines 2 ~ 13) and co-offloading decision making (lines 15 ~ 27).
In the SeD choosing stage, we first update SeD set by selecting each SeD once at least. We define \( N_{m_1}^t, m_1 \in M_{Sc,D} \), to denote the selected times of SeD \( m_1 \) up to time slot \( t \). After each SeD has been selected at least once, we find out the SeD \( \pi_1 \) with maximum index value based on \( t \) times learning:

\[
\pi_1^t = \arg \max \{ W_{m_1,n}^t, \frac{2 \ln t}{N_{m}^t} \}, m_1 \in M_{Sc,D},
\]

where \( W_{m_1,n}^t \) represents the empirical (sample-mean) estimation of SeD willingness up to time slot \( t-1 \), and \( \frac{2 \ln t}{N_{m}^t} \) is the confidence bound used to realize an exploration-exploitation trade-off in SeD choosing. Then, SeD \( \pi_1 \) is selected at time slot \( t \), and hence the selected times of SeD \( \pi_1 \) plus one. Correspondingly, we update the average willingness of SeD \( \pi_1 \) as follows:

\[
\bar{W}_{\pi_1}^t = \frac{N_{\pi_1}^{t-1} W_{\pi_1,n}^t + W_{\pi_1,n}^t}{N_{\pi_1}^t}, \pi_1 \in M_{Sc,D}.
\]

In the co-offloading decision making stage, we first update the candidate edge node set by adding SeD \( \pi_1 \) to the MEC set to form a new set of \( M_{cand} \). If edge node \( m \in M_{cand} \) has not been selected up to \( t \)-th learning, it will be selected at time slot \( t \). We use \( J_{m_2}^t \) and \( \Xi_{m_2}^t \) to denote the chosen number and the empirical (sample-mean) estimation of edge node \( m \in M_{cand} \) at time slot \( t \), respectively. On this basis, we define the index-based decision making function as:

\[
\pi_2^t = \arg \min \{ \Xi_{m_2}^t - \frac{2 \ln t}{J_{m_2}^t} \}, m_2 \in M_{cand}.
\]

Correspondingly, we update the average task delay and service migration cost of edge node \( \pi_2 \) as follows:

\[
\bar{\Xi}_{\pi_2}^t = \frac{J_{\pi_2}^t \Xi_{\pi_2}^t + \Xi_{\pi_2}^t}{J_{\pi_2}^t + 1}, \pi_2 \in M_{cand}.
\]

It is noted that the proposed learning-based task co-offloading algorithm is required to learn twice. First, the SeD with the highest willingness is picked out. Then, we combine the selected SeD and MECs to form a new candidate edge node set. The second learning aims to find out the edge node from the candidate edge node set with the goal of minimal task delay and service migration cost.

**Computational complexity.** Line 9 shows a maximum willingness seeking problem, occupying \( O(M_{Sc,D}) \), where \( M_{Sc,D} = | M_{Sc,D} | \) denotes the number of SeDs. Line 22 represents a minimal system cost seeking problem, the computational complexity is \( O(M_{cand}) \), where \( M_{cand} = | M_{cand} | \) is the number of candidate edge nodes. The update behaviors, such as lines 11, 12, 24 and 25 have a computational complexity of \( O(1) \). Therefore, we conclude that the computational complexity of our proposed algorithm is \( O(M_{Sc,D} + M_{cand}) \) for processing a single task. Based on this, we obtain the total computational complexity is \( O(N(M_{Sc,D} + M_{cand})) \), where \( N \) indicates the total offloaded tasks.

**C. Regret Analysis**

In this subsection, we analyze the learning regret conducted by Algorithm 1. Learning regret is commonly used to measure the performance loss in MAB algorithm [35]. Different from some classical MAB algorithms, such as UCB1, our proposed algorithm contains twice learning at each iteration, i.e., SeD choosing and co-offloading decision making. As such, the learning regret refers to willingness choosing regret (WR) and decision making regret (DR) in this work. On this basis, we define the learning regret at time slot \( t \) as the expected performance difference between our proposed Algorithm 1 and the optimization algorithm with global offloading information:

\[
R^t = \mathbb{E}((W_{m_1,n}^t - \bar{W}_{\pi_1,n}^t) + (\Xi_{m_2,n}^t - \bar{\Xi}_{\pi_2,n}^t)),
\]

where \( m_1 \in M_{Sc,D} \) and \( m_2 \in M_{cand} \). The variable \( W_{m_1,n}^t \) denotes the largest willingness of SeD \( * \in M_{Sc,D} \) for processing task \( n \), and \( \Xi_{m_2,n}^t \) is the minimal system cost of the edge node \( * \in M_{cand} \) for processing task \( n \). Additionally, we introduce \( \mu_{m_1} \) as the willingness expectation of SeD \( m_1 \) and \( \mu_{m_2} \) as the system cost expectation of edge node \( m_2 \). Additionally, we define the expectation of optimal willingness and system cost as: \( \mu^* = \max \mu_{m_1}, m_1 \in M_{Sc,D}, \mu^* = \min \mu_{m_2}, m_2 \in M_{cand} \).

Based on this, the learning regret up to time slot \( T \) can be transferred to the following equivalent expression:

\[
WR^T = \sum_{\nu_{m_1} < \mu^*} (\nu_{m_1} - \mu_{m_1}) \mathbb{E}(N_{m_1}^T), m_1 \in M_{Sc,D},
\]

\[
DR^T = \sum_{\mu_{m_2} < \mu^*} (\mu_{m_2} - \mu^*) \mathbb{E}(J_{m_2}^T), m_2 \in M_{cand}.
\]

Then, we present the total learning regret conducted by Algorithm 1 by combining \( WR^T \) and \( DR^T \), expressed as:

\[
R^T \leq \sum_{\nu_{m_1} < \mu^*} \sum_{\mu_{m_2} < \mu^*} \left( \frac{8 \ln T}{(\mu^* - \mu_{m_1})^2} + \frac{8 \ln T}{(\mu^* - \mu_{m_2})^2} + 2 + \frac{2 \pi^2}{3} \right),
\]

\[
m_1 \in M_{Sc,D}, m_2 \in M_{cand}.
\]

**Proof:** \( \forall \tau \) be a positive integer, we obtain the upper bound of \( N_{m_1}^\tau \) based on [34], expressed as follows:

\[
\tau + \sum_{t=1}^\infty \sum_{n_{m_1}=1}^{N_{m_1}} \sum_{n_{m_2}=1}^{N_{m_2}} \mathbb{I}(\bar{W}_{m_1,n}^t + \sqrt{\frac{2 \ln t}{N_{m_1}}} \leq \bar{W}_{m_1,n}^t + \frac{2 \ln t}{N_{m_1}}).
\]

We apply Chernoff-Hoeffding bound to Equation (24), and we obtain the following two inequalities:

\[
\mathbb{P}\{\bar{W}_{m_1,n}^t \leq \nu_{m_1} - \sqrt{\frac{2 \ln t}{N_{m_1}}} \} \leq t^{-4}.
\]

\[
\mathbb{P}\{\bar{W}_{m_1,n}^t \leq \nu_{m_1} + \sqrt{2 \ln t} \} \leq t^{-4}.
\]
Summarizing the above analysis, we have

\[ WR^T = \sum_{v_{m1} < v_{m1}^*} \left( \frac{8 \ln T}{(\mu_1 - v_{m1})^2} + 1 + \frac{\pi^2}{3} \right), m_1 \in \mathcal{M}_{SeD}. \]  

(27)

Similar to the analysis of \( WR^T \), we obtain \( DR^T \):

\[ DR^T = \sum_{v_{m2} < v_{m2}^*} \left( \frac{8 \ln T}{(\mu_2 - v_{m2})^2} + 1 + \frac{\pi^2}{3} \right), m_2 \in \mathcal{M}_{cand}. \]  

(28)

By adding Equation (27) and (28), we can obtain the total learning regret as shown in Equation (23).

V. PERFORMANCE EVALUATION

In this section, we conduct simulations to evaluate the proposed learning-based task co-offloading algorithm.

A. Simulation Setup

We conduct simulations on a desktop computer with an 11th Gen Intel(R) Core(TM) i7-11700F @2.50 GHz, 16 GB memory and Win10 OS. The parameter settings are listed, shown in Table II.

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of time slots</td>
<td>50</td>
</tr>
<tr>
<td>The number of MECs</td>
<td>5</td>
</tr>
<tr>
<td>The number of SeDs</td>
<td>5</td>
</tr>
<tr>
<td>The communication radius of each MEC</td>
<td>300 m</td>
</tr>
<tr>
<td>The D2D communication radius</td>
<td>30 m</td>
</tr>
<tr>
<td>The data bits of each industrial task</td>
<td>[0.2, 4] MB</td>
</tr>
<tr>
<td>The computation demands of each industrial task</td>
<td>[0.2, 4] GHZ</td>
</tr>
<tr>
<td>The computing capabilities of each MEC</td>
<td>[6, 15] GHZ</td>
</tr>
<tr>
<td>The available computing resources of each MEC</td>
<td>[0.2, 0.5] F\text{\textsuperscript{res}}</td>
</tr>
<tr>
<td>The computing capabilities of each SeD</td>
<td>[1, 3] GHZ</td>
</tr>
<tr>
<td>The transmission rates of cellular network</td>
<td>[2, 3] Mb/s</td>
</tr>
<tr>
<td>The transmission rates of D2D communication</td>
<td>[0.8, 1.5] Mb/s</td>
</tr>
</tbody>
</table>

We compare the proposed learning-based task co-offloading algorithm with the following methods: i) Task co-offloading with global information (GI): Without learning, this co-offloading algorithm enables task offloading directly based on global offline information [36]. ii) Task offloading in MEC networks (MEC): Computing-intensive tasks can only be offloaded to MEC servers under this scheme [7]. iii) Task offloading in D2D networks (D2D): Computing-intensive tasks can only be offloaded to the nearby SeDs with surplus computing resources via D2D communication [16].

B. Comparison Analysis

1) Comparison Analysis on Task Computation Demands: Fig. 2 shows the comparison between the proposed algorithm and the D2D algorithm under different task computation demands. When the computation demands are small, these two algorithms have similar performance. As computation demands grow, the proposed algorithm incurs less system cost than that of D2D. This result demonstrates that tasks with large computation demands are inclined to offload to MEC servers to seek less computation delay.

2) Comparison Analysis on Task Data Bits: Fig. 3 shows the comparison between the proposed algorithm and the MEC algorithm under different task data bits. From the results, we can find that a task is offloaded to the MEC server when the task data bits are small. In this case, the proposed algorithm and MEC algorithm have the same system cost. However, when data bits enlarges, MEC offloading inevitably incurs excessive queue delay, and therefore our proposed algorithm intends to seek D2D offloading to avoid network congestion.

3) Comparison Analysis on SeV capabilities: Fig. 4 shows the comparison between the proposed algorithm and the D2D algorithm under different SeV capabilities in CPU cycles. When SeV capabilities are small, UDs tend to offload tasks to MEC servers rather than SeDs. As such, the proposed co-offloading algorithm performs much better than the D2D algorithm. Because SeD capabilities do not affect MEC offloading, the performance of the co-offloading algorithm keeps fixed in this case. As SeD capabilities grow, D2D offloading achieves less computation delay and thus reduces system cost. When the SeD capabilities add up to 2.5 GHz, UDs will offload tasks to SeDs in our simulations.

4) Comparison Analysis on MEC capabilities: Fig. 5 shows the comparison between the proposed algorithm and the MEC algorithm under different MEC capabilities in CPU cycles.
For the MEC algorithm, its system cost decreases with MEC capabilities growing. Since the proposed algorithm enables co-offloading, it seeks D2D offloading when MEC capabilities are low; while it pursues MEC offloading when MEC capabilities enlarge. Correspondingly, the proposed algorithm’s curve is invariable in D2D offloading and keeps the same as the MEC algorithm with increasing MEC capabilities.

5) Comparison Analysis on Different Methods: Fig. 6 shows the performance comparison between different methods. Since GI has global offline offloading information, GI maintains the optimal offloading decisions and produces no learning regret. Compared with MEC and D2D, our proposed co-offloading algorithm shows superiority in system cost and learning regret. This is because the proposed co-offloading scheme enables to adjust offloading decisions dynamically based on task features in computation demands and data bits.

6) Comparison Analysis on Learning Times: Figs. 7 and 8 show the impact of learning times on system performance and learning regret. Our proposed algorithm is implemented via "offloading while learning". The optimal edge node cannot be obtained before task offloading, and the offloading efficiency of each edge node is learned based on its system cost. From the results presented in Fig. 7, we find that when learning times are small, the proposed algorithm suffers from bad performance. As learning times grow, the optimal edge node can be selected. Correspondingly, the learning regret converges to a fixed value after finding out the optimal edge node as shown in Fig. 8. In our simulation, our proposed learning-based algorithm gradually converges after 12 times of learning.
VI. CONCLUSION

In this paper, we investigate industrial task co-offloading in D2D-assisted MEC networks. Specifically, computing-intensive industrial tasks can be jointly served by MEC and D2D offloading, thereby achieving small computation delay and high offloading efficiency.

In this framework, we consider migration cost caused by erratic movements of IIoT devices, and design a communication-aware algorithm to reduce the migration cost. The proposed algorithm enables IIoT devices to observe and learn the system cost from the candidate edge nodes, thereby selecting the optimal edge node. Since the proposed algorithm does not require complete offloading information, it is easily implemented in the real world. Furthermore, we carry out simulations to evaluate the performance of the proposed algorithm. The results demonstrate that the proposed algorithm conducts a better performance compared with that of other algorithms, in various parameters, such as task computation demand, data batch length, and learning times. In the future, we will extend our work by taking privacy protection into consideration for co-offloading in D2D-assisted MEC networks.
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