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The Internet of Things (loT) enables the connection of a broad range of artifacts
with advanced sensory technologies and produces massive amounts of data to
support ambient intelligence. While the potential of loT systems is widely
recognized, little work has demonstrated a system with the ability to execute
autonomously in the real world. Inspired by the success of robotics in specialized
loT environments, we propose an end-to-end solution for a generic, interactive
ambient intelligence system where robots can assist humans in conducting
activities in loT-enabled smart homes. We evaluate the solution using
implementations of public benchmarks on open-source platforms and use several
activities to demonstrate the effectiveness of the proposed solution in real life.

he Internet of Things (loT) promises to integrate

I digital and physical worlds by connecting arti-
facts and building networks of them. Tradition-

ally, loT devices work on their own, due to incompatible
techniques or protocols. The Web of Things (WoT)2P
provides loT applications with standardized descrip-
tions of actions, events, and properties of things to
extend Web protocols, thereby supporting broader
interactions between smart objects. With plenty of
commercially available 10T products, recent research
and industry have successfully instrumented con-
nected things in our daily lives. However, these

2[Online]. Available: https://www.w3.org/TR/wot-thing-
description/
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connected things still cannot work fully autonomously
but require human intervention.® The existing research
primarily focuses on recommending the next actions
to take, yet cannot control devices directly to execute
those actions. Inspired by multiagent systems, Internet
of Robotic Things (IoRT) enables robots to gain aware-
ness of the environment and adapt their actions.
However, the limited related research focuses on spe-
cialized scenarios, such as workplaces and smart cit-
ies; it still faces challenges for conducting physical
interactions for daily tasks. There remains a significant
gap to bring robotics into home applications to support
streamlined physical human-machine interactions.

We envision a scenario (Figure 1) to demonstrate
our goal toward ambient intelligence and to motivate
this study. Bob is preparing a bowl of cereal as break-
fast, and usually, he finishes the meal with a cup of tea.
The system detects a series of events in the kitchen at
the time, such as movements of a cabinet door, a bowl,
the fridge door, cereal containers and such, thereby
recognizing that Bob is preparing cereal as breakfast.
Based on Bob's daily routine, the system envisages a
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FIGURE 1. An envisioned scenario of ambient intelligence for smart homes.

tea to finish the breakfast and commands a robot with
a 3D depth camera to move to the kitchen. The robot
then identifies a mug and teaspoon on the bench, con-
firming the predicted intent of Bob, followed by the
robot coordinating a robotic arm on the bench to make
a tea for Bob while the cereal is being consumed.

In this work, we propose a novel framework named
Intent-aware Interactive Internet of Things for imple-
menting ambient intelligence to facilitate seamless
collaborations between humans, smart objects, and
robots based on a unified loT platform.? Our frame-
work consists of four tasks: 1) fusing sensory data
from robots and smart homes to infer human intent
based on past and current human behaviors; 2) com-
bining the inferred intent with observations of the
robot (via a 3D camera) to recognize semantic context
and prompt physical interactions; 3) defining objec-
tives for the robot; and 4) commanding the robot to
take actions toward these objectives. Our main contri-
butions are summarized as follows:

1) We propose an end-to-end solution for interactive
ambient intelligence, where robots (also called
robotic assistants) assist humans in conducting
physical activities in loT-enabled smart homes.

2) We engineer generic Web-based descriptions to
facilitate interactions of smart-home devices.
They enable the system to not only decide but
also execute actions in the physical world.
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3) We train reinforced learning-based robotic assis-
tants to exploit successful and failure experi-
ence. We also apply a policy continuation
strategy and a Hindsight Experience Replay
method to expedite the learning process.

4) We implement the system with the Deepbot
framework in the OpenAl Gym®'® environment to
demonstrate some typical activities in real life.

RELATED WORK

Smart-home-related studies have attracted enormous
attention, thanks to the availability of networked smart
devices and improved computing capability. Early stud-
ies in the field concern Web management, localization,
tracking, or activity recognition. CASAS® is one of the
earliest smart-home experimental platforms that tracks
users with preinstalled devices in apartments. Ruan
et al* achieve device-free indoor human localization
and tracking. Yao et al.>® demonstrated a unified man-
agement system that integrates monitors physical
devices and finds relevant things according to past
human interactions. Shemshadi et al.” provide a frame-
work for diversified relevance search in loT, laying the
foundation for loT search engines. Their follow-up
study??! reveals a real-time multilevel activity monitor-
ing system for a personalized smart home, which

°[Online]. Available: https://gym.openai.com/
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FIGURE 2. Workflow of the proposed system in our scenario (illustrated in Figure 1). First, the robot observes human activity and

infers human'’s current behavior (i.e., making cereal breakfast) and intent (i.e., having a cup of tea) based on loT sensory data.

Then, the system figures out the objects to interact and works out the procedure for making tea. Finally, the robotic arm is

guided to execute the procedure and make the predicted intent a reality (by preparing a cup of tea).

continuously tracks daily activities and conducts
abnormal activity detection. These studies realize ambi-
ent intelligence in certain aspects or applications but
are still far from being truly “smart” in the sense of
directly assisting human activities. Currently, robots
are usually dedicated to specialized tasks but they offer
great flexibilities in terms of “taking actions” in a smart
environment. The concept of Internet of Robotic Things
(IoRT)! aims to integrate robotics with 10T networks.
Mahieu et al." investigated context-aware and person-
alized interactions on the IoRT. Vermesan et al® review
IoRT and clarify some concepts with suggested archi-
tecture and applications. All these efforts form the
base of our work.

IEEE Internet Computing

Our framework (Figure 2) explores ambient intelli-
gence to enable autonomous robots to collaborate
actively with humans in their daily activities in smart
homes. The framework can infer human intent, com-
pose actuation for interactions, and finally execute
actions via robots.

Problem Setup

We first model human activities and develop a seg-
mentation method for recognizing complex activities
with awareness of concurring events and the subject
intentions. Then, we finalize conscientious moves and
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devise instructions for the robot assistants. We use
the moving robot with a 3D stereo camera as the
visual guide for other cooperative robot assistants to
collaborate with the human. The 3D camera enables
the robot to scan the environment, monitor the sub-
ject's activities, and infer the next move of the subject
based on the usage history and basic rules preset or
learned beforehand. After identifying interactable
objects, the robot will receive step-by-step instruc-
tions by a smart and adaptive robotic control system.

Let A € RN be a set of activities, where a; € A is
the ith class of activity in the set. At time ¢, the system
receives sensory input z7' € R% along with the pre-
dicted activity for this input:

X? — }/15 = aj.

Suppose Q' € R? is the semantic description cor-
responded to the current input z!. The system
matches this description with the semantic keywords
QY € R of the objects detected by the robot R,,.
With the contexts and historical usage information
(An), the system infers the future action of the human
at time ¢ +1, yi,, = a; € A; accordingly, the action
compositor «(-) produces executable procedure with
a series of interactions Z € RY for the target to Q*
with objects to Q© assumed that in a short time dura-
tion Q¥ +1 = QY = QY ,asillustrated below:

{Q:‘qa QO7 AH} - d\/

T = of@.Q°)

Once receiving the interactions Z, the robot sees
each interaction ¢,, as a goal and learns to reach these
goals.

We abstract all the connected and interactive
things in a smart home environment as Web resources
to support dynamic discovery, and perform hyperme-
dia interactions as standardized Web interactions via
normal Web protocols, such as HTTP. The device inter-
actions are realized via Web services following WS-*
standards, where JSON-based serialization help ease
the implementation. Besides, we adapt a semantic
description of Web-based Artifacts (based on Ricci
et al’® as the first-class abstraction for a clear inte-
gration and deployment of multiagent system (MAS).

Intent-Awareness With Connected
Things

We aim to predict the next human activity and gener-
ate the corresponding semantics. We adopt a work-
flow inspired by Triboan et al.," a semantic theory-
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based approach for sensor event segmentation, to
facilitate a semantic activity prediction.

Activity Modeling

The environmental context (EC) consists of human
subject (H,), location (L,,), ambient characteristic
(AC,), sensor characteristics (S,), and interactable
objects (Obj,) of classes (C))

EC = {H,, Ly, AC,,S,,0bj,}.

Sensor Environment (SR) describes the semantic
relationship (R.) between sensor events and objects
where SR =a, (R.,EC) — R, — SE

SE = instance(R,,S,). Since the actual activities
performed by human may not match the system's
prior knowledge,” we additionally consider human
preferences (Pref.) below:

Pre f, = instance(R.,a, N Preference) — R,.

Semantic Decision

Based on the above relationships, we recognize activi-
ties using ontology-based semantic reasoning meth-
ods. Given a set of the streamed sensory events
Efand possible activity candidates A’, we construct
an activity thread AT; by conducting Terminology Box
(T-Box) reasoning on regular, generic activities, and
Assertion Box (A-Box) reasoning for user preferred
activities:

A T; = {tBoz|A', E°],aBox|Pref.[Pref’, E*]]}.

We analyze the metadata of sensor event ¢, € E*
for the corresponding entity (E7%) to deduce candi-
date relationships with activities; the concurrent
activities can be inferred during this process using the
above semantic reasoner.

Sensor Events Segmentation

We generalize the concept of sensory events to con-
tain status and usage information gathered in the loT
networks. Inspired by Mallick et al.,'? we adopt a trans-
action-based segmentation as activities may be multi-
plexed. Given a set of sensory events F = {e_l,
€2, ... e.E|ei € ES}, we segment it into multiple
transactions, denoted by tr; = {e;,ei41,...,€45} €
Tr. Suppose ProperCut is the transaction ¢r; that
matches exactly with activity a;, OverCut inlcudes the
transactions that do not contain all transactions, and
UnderCut overs those transactions that involve multi-
ple activities. Then, our goal becomes to minimize the
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FIGURE 3. (a) Overall testing success rate to training episodes. (b) Overall learning rewards obtained to training episodes.

number of overcutting and undercutting transactions.
To this end, we identify the minimal transactions of
sensory events that contain complete activities for
our downstream processing, the activity prediction,
and use the MinMax algorithm to embed and cluster
contextual information of sensors and loT devices,
where we use distances and temporal sequences for
segmentation.

Activity Prediction

We infer a user’'s possible next moves for our down-
stream processing, such as giving commands to
robotic assistants. Then, we employ two stages of the
method proposed by Altulyan et al.” to suggest the
next items to be used by the human:

1) Complex activity recognition: At the current
stage, the system learns to recognize simple
activities, such as the posture and movement of
human. The next step is to recognize complex
activities based on predefined ontology and
rules.

2) Recommendation: At the current stage, the sys-
tem prompts activities and items to be used by
human or robot in the next step. We learn from
past trajectories of activities with Q-learning.

Semantic Searching for Interactive
Internet of Things

The system uses semantic search to identify the suit-
able objects and generate the procedure for a robot
to act toward the inferred human intent. We use
Mask R-CNN," a widely used pixel-level object seg-
mentation model that outputs 1 or 0 to indicate

IEEE Internet Computing

whether a pixel belongs to an object, for object
detection. We also combine objective detection with
depth information to get 3D positions of objects of
interest. Such position information is then used to
adapt the learning goals and training/running pro-
cesses of robots.

Context-Aware Hypermedia
Interactions

We introduce an RL-based approach named Policy
Continuation with Hindsight Inverse Dynamics
(PCHID) to generate hardware commands for instruct-
ing robotic arms’ movements.

Policy Continuation With Hindsight Inverse
Dynamics

PCHID™ supports self-supervised learning for goal-
conditional tasks and can extrapolate the learned
policy to complex and nonlinear Hindsight Inverse
Dynamics (HID) applications. Specifically, PCHID
introduces the goal into inverse dynamics as Hind-
sight Inverse Dynamics and outputs the minimal
k-step actions to achieve the goal under the opti-
mal policy. This enables us to complete a complex
task in multiple steps, each achieving a different
subgoal.

Multistep Goals With Policy Continuation

While PCHID™ makes the system aware of the hind-
sight goal, more sophisticated settings are introduced
and it is considerable challenging. We extend the origi-
nal Hindsight Experience Replay (HER) model with the
ideal proposed by Sun et al' to let HID embrace
k-step solubility for better optimization. As in the
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FIGURE 4. Learning results for the task “Remove cup” on some selected intermediate episodes, where (a) task failed with a grip-

per of robotic arm hitting the desk; (b) the cup was gripped yet other items were knocked off; (c) the cup was gripped and

removed successfully.

Universal Value Function Approximators (UVFA),16 we
have possible goals g € G and a corresponding reward
ry:Sx A— R, where S, A are the state space and
action space, respectively. At timestamp ¢, we have
re =14 (st,9:) and policy 7:S x G — A. The reward
is extended from the (0,1) binary problem set to the
following:
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The hyperparameter p € {1,2}, and A may not be
limited to 0 or 1 (to be discussed later in our evalua-
tion and experiments).

Based on the UVFA model of HID, we apply the
k-step solvable extension, thus decomposing the
state-goal Sx G into SxG =(SxG), U(SxG),U
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FIGURE 5. Testing success rates to training episodes for certain tasks. (a) Pick and lift. (b) Place cup. (c) Remove cup. (d) Press switch.
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U X G U(SxG), (see Sun et al™ for more
technical details). Our objective here is to find the
optimal policy #n* =xn) UnjU...Un:Umn;;, where
each policy n; at timestamp ¢ leads to the next sub-
goal. This objective is solvable by stochastic gradient
descent (SGD) models, as shown below

/ / 2
pmwgtpin Y (). () o)

k=1 i s .
,ci,‘SHI‘af.z,el...k

We have implemented live demonstrations of some
selected activities® and evaluate the feasibility of our
system in real-life applications based on simulation.

We test the task learning process of robotic assis-
tants based on RLBench,'” an open source robotics-
related manipulation benchmark that contains 100
daily activities. While RLBench uses the PyRep simu-
lator, we implement our system with the Deepbot
framework'® in the OpenAl Gym environment,'® which
enables us to synchronize the simulation with Robot
Operating System (ROS). Our setting involves a Lynx-
motion AL5D robotic arm, a TurtleBot waffle Pi
equipped with a 3D stereo camera, and some interac-
tive items, such as kitchen utensils.

As aforementioned, the robotic assistant actuates
based on the UVFA model of HID, an extension to DQN.?°
We compare PCHID with DQN and its successor HER to
demonstrate the effectiveness of our framework in
RLBench tasks. Specifically, we set the reward to 0 when
the final state is within the tolerable range of the subgoal
for each step and -1 otherwise. Figure 3 shows the overall
success rates and rewards with respective to episodes of
training. The PCHID method is effective and learns signifi-
cantly faster than HER and the original DQN methods.
Figure 4 shows some intermediate learning outcomes:
a) and b) failed to complete the task of “Pick and lift”
while c¢) succeeded at episode 20, 50, and 100. Figure 5
further demonstrates the effectiveness of PCHID in
some selected tasks: a) Pick and lift; b) Place cups;
c¢) Remove cups; d) Press switch. In our experiments, we
set the steps k to 5—we observed a larger step tended to
improve the results.

In this article, we proposed an interactive ambient intelli-
gence system that enables robots to actively infer human
intents and assist humans in accomplishing daily
tasks. Our system relies on human activity

d[Online]. Available: https://drive.google.com/drive/folders/18
ZsyTtt9GIfZOr5yYG-iNMpzCb8VoYSC?usp=sharing
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prediction and reinforcement learning on loT sen-
sory data in a controlled smart-home environment.
In the future, we will develop an interactive item-
discovery method to dynamically expand the sys-
tem’s knowledge base about the environment and
prompt robotic actions.
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