
Vol.:(0123456789)1 3

https://doi.org/10.1007/s10489-021-03114-7

Intelligent identification for vertical track irregularity based on multi-
level evidential reasoning rule model

Zhenjie Zhang1,2 · Xiaobin Xu1,2 · Xuelin Zhang2 · Xiaojian Xu1,2 · Zifa Ye2 · Guodong Wang3 · Schahram Dustdar4

Accepted: 13 December 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
Vertical track irregularity is one of the most significant indicators to evaluate track health. Accurate identification of vertical 
track irregularity is beneficial to achieve precise maintenance of the track and thus avoid accidents. However, the continuous 
variation of the track irregularity and the imbalance of the abnormal/normal data samples make it difficult to guarantee the 
accuracy of identification models. Therefore, by considering the interaction between train and track, a multi-level evidential 
reasoning (M-ER) rule model is proposed to build the nonlinear causal relationship of vibration signals and vertical track 
irregularity. In the modeling process of M-ER, the referential evidence matrix (REM) and fusion parameters (i.e., reliability 
factors and importance weights) are determined and optimized. In the model, the reliability factor of evidence is determined 
through trend analysis, while the importance weights of evidence and REM are optimized by sequential quadratic program-
ming (SQP). In the inference process of M-ER, sample expansion strategy and two-level evidence fusion mechanism are 
designed. Specifically, in the first level, samples on each vibration signal are fused with their nearest neighboring historical 
samples obtained by K-Nearest Neighbor(K-NN) method. In the second-level, the results generated in the first-level are 
integrated by ER rule. We evaluate the M-ER rule model with an actual data set from China railway. The experimental 
results show that the model can identify the vertical track irregularity more accurately compared with the single-level ER 
rule model and other typical machine learning based models.

Keywords  Vertical track irregularity · Evidential reasoning rule · Multi-level · Sample imbalance · Identification model

1  Introduction

Railway track is the most important infrastructure to 
carry trains in the railway transportation network. Due 
to frequent actions of trains with heavy loads, differential 
sub-grade settlement and harsh environment, geometric 
deformation of tracks often occurs [1]. It has become one 
of the most significant potential risks which influence 

the normal operation of trains. Vertical track irregularity 
is an indicator to measure the vertical concave and con-
vex degree between the extending direction of track sur-
face and the datum plane, reflecting the health condition 
of tracks [2]. It can cause abnormal vibration of trains 
and reduce ride quality [1]. What’s worse, it may destroy 
the track structure and train parts, and thus induce acci-
dents. To improve running safety and ride comfort, ver-
tical track irregularity should be identified with proper 
condition monitoring methods [3, 4].

Currently, the track inspection vehicles (TIVs) are 
used to detect the vertical track irregularity. Neverthe-
less, the TIVs are expensive and unable to achieve online 
monitoring. Therefore, many researches have been con-
ducted on in-service track irregularity identification 
approaches based on the vibration signals of car body, 
bogie and axle box. However, due to the noise in obser-
vation environment, the change of driving condition and 
the delay effect of vibration signals in comparison to 
displacement, the corresponding relationship usually 
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presents nonlinearity and uncertainty. Moreover, because 
of the routine inspection and maintenance, the abnormal 
points (samples) on the entire test railway are far less 
than the normal points (samples). How to precisely estab-
lish the complex relationship between vibration signals 
and track irregularity in the uncertain environment is a 
challenging problem.

Fortunately, evidential reasoning (ER) rule method pro-
vides an effective mechanism for nonlinear relationship 
modeling and inference to process uncertain information 
[5]. It has been successfully applied in fault diagnosis [6], 
medical diagnosis [7], environmental protection [8] and so 
on. Actually, in our previous work [9], the ER rule model 
was firstly introduced in the identification of vertical track 
irregularity. However, it should be noted that samples on 
severe track irregularity are difficult to be acquired. How 
to use these limit samples sufficiently and how to avoid the 
effect of small samples on final identification result are two 
key issues directly influencing the irregularity identification 
result.

Therefore, a multi-level ER (M-ER) rule model is pro-
posed in this paper. In the modeling process of M-ER, the 
referential evidence matrix (REM) and fusion parameters 
(i.e., reliability factors and importance weights) are deter-
mined and optimized. In the model, the reliability factor 
of evidence is determined through trend analysis, while the 
importance weight of evidence and REM are optimized by 
sequential quadratic programming (SQP). In the inference 
process of M-ER, sample expansion strategy and two-level 
evidence fusion mechanism are designed. Specifically, in the 
first-level, samples on each vibration signal are fused with 
their nearest neighboring historical samples obtained by K-
NN method. In the second-level, the results generated in the 
first-level are integrated by ER rule. The main contributions 
of this paper are as follows:

1)	 The M-ER rule model is a data-driven model which do 
not need to make any hypothesis between irregularity 
amplitude (level) and vibration data.

2)	 Based on the likelihood function normalization method 
and two-level evidence fusion mechanism, the small 
samples problem in vertical track irregularity identifi-
cation can be solved. Thus higher identification rate can 
be achieved with fewer samples.

3)	 By involving more relevant historical samples with K-
NN method in the fusion process, more useful informa-
tion can be added in irregularity identification. With this 
method, the problem on insufficient data samples can be 
solved and the identification accuracy can increase as 
well.

The rest of the paper is organized as follows. Section 2 
discusses the related works. Section 3 briefly introduces 

the ER rule theory. The multi-level ER rule model for track 
irregularity identification is developed in Section 4. In 
Section 5, the performance of multi-level ER rule model 
is verified and compared with other identification models. 
Section 6 gives the conclusions.

2 � Related works

The TIVs are widely used to monitor the condition of rail-
way infrastructure, such as GJ-4 and GJ-5 TIVs in China 
[9–11]. Vibration signals and displacement signals reflect-
ing the interaction between train and track are acquired by 
accelerator and displacement sensors, and then the geomet-
ric deformation of track can be identified by using inertial 
reference (IR) method. In the IR method, the track irregu-
larity is the sum of the inertial displacement of car body, 
the relative displacement between car body and axle box 
as well as the inertial displacement on bogie [12]. It should 
be adjusted according to the car body angle measured by 
clinometer and gyroscope to increase the identification accu-
racy. Although the TIVs have high measurement accuracy, it 
needs many additional sensors, especially the expensive cli-
nometer and gyroscope. Meanwhile, TIVs should be modi-
fied and strengthened to meet the requirement of precise 
instrument installation. Due to the high cost, the number 
of TIVs applied in health condition monitoring of railway 
network is significantly insufficient. Moreover, the detection 
cycle for the same track is long and the real-time monitoring 
is hard to realize.

Compared with TIVs, the online condition monitoring 
methods by using low-cost sensors mounted on the in-ser-
vice trains can effectively increase inspection frequency and 
reduce measurement cost.

Measuring irregularity based on double integration of 
axle box acceleration (ABA) was most popular. For exam-
ple, it was used in the measurement of the vertical track 
irregularity in the RAIDARSS system, which was a condi-
tion monitoring device installed in the N700 train sets in 
Japan [13, 14]. Real et al. proposed an identification method 
of track irregularities using the inverse Fourier transform 
technique based on the measured accelerations of axle 
boxes. Later, they developed inspection systems to detect 
vertical and lateral track geometry defects based on axle-box 
accelerations registered from in-service trains [15, 16]. To 
detect the light squats, Li et al. made some improvements 
in the traditional ABA method, including enhancement of 
ABA instrumentation and signal processing [17]. Sun et al. 
proposed an on-board detection system for longitudinal 
irregularity via axle box acceleration signal [18]. However, 
the numerical error induced by the double integration would 
be inevitable [12].
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To reduce the numerical error, signal pre-processing 
approaches such as Fourier transform [14, 19, 20], wavelet 
analysis [3, 14] and Kalman filter [4, 12] were always used. 
For example, Tsunashima et al. [14] combined short-time 
Fourier transform (STFT) with wavelet based multi-resolu-
tion analysis to extract the frequency-domain features from 
the vibration signals [14]. Bhardwaj et al. designed method 
that ensemble averages the individual FFTs (EA-FFT) from 
the approximately equal length and position aligned inertial 
signals to enhance the clarity of the underlying pattern [19]. 
Xiao et al. presented a Kalman filter algorithm to identify the 
track irregularities of railway bridges using vehicle dynamic 
responses considering the VB interactions in real-time [12]. 
Meanwhile, mixed filtering methods were also applied to 
improve the identification accuracy. Lee et al. presented a 
mixed filtering approach which consists of a Kalman filter 
for displacement estimation, bandpass filter for waveband 
classification and compensation filter for amplitude and 
phase compensation [4]. Wei et al. applied the DC filter and 
a low pass filter to process the vibrate signals [21]. However, 
most of these signal processing methods were limited by 
such assumptions as linear model and Markovian process. 
Furthermore, the signals were usually non-stationary and 
signal processing results were not normally satisfied with 
the ordinary way [22].

In short, the above studies have the following limitations. 
Firstly, the trains are always operating under non-stationary 
conditions [23], in which the sensors are easily disturbed 
by external environment or human factors, increasing the 
uncertainty of the acquired signals. However, most of the 
existing research ignore the uncertainty in track irregular-
ity identification. Secondly, these methods can only detect 
the track irregularity degrees, but cannot estimate the spe-
cific amplitude of the irregularity displacement. Thirdly, the 
relationship between the vibration signals and the vertical 
track irregularity are assumed to be linear, while in fact it is 
non-linear. Although some machine learning methods such 
as support vector machine and neural network have been 
used to process the nonlinearity [24, 25], the identification 
accuracy cannot be guaranteed.

3 � ER rule theory

In the ER rule theory, suppose Θ = {h1,h2,...,hN} is the frame 
of discernment (FoD), consisting N mutually exclusive and 
collectively exhaustive hypotheses. The power set of Θ 
includes all subsets of Θ, represented by P(Θ) or 2Θ. There 
are three main elements in ER rule theory which are the 
belief distribution of evidence, evidence reliability and evi-
dence important weight. In the FoD, the belief distribution 
of one piece of evidence is shown as Eq. (1).

where (θ, pθ,j) represents that the belief degree of evidence 
ej supporting to the proposition θ is pθ,j, θ can be any ele-
ment of 2Θ.

Evidence reliability rj indicates that how the evidence ej 
provides correct assessment or solution for a given problem. 
Evidence important weight wj reflects the relative importance 
of evidence ej compared to other evidence. rj is the inherent 
attribute of evidence influenced by information source or evi-
dence acquisition method, while wj is determined by other evi-
dence to be fused and the subjective experience of decision 
maker. The belief distribution of evidence ej can be modified 
by rj and wj, which is expressed as Eq. (2).

where 
∼
m�,j is the supporting degree of ej to hypothesis θ con-

sidering rj and wj. 
∼
m�,j is defined as Eq. (3).

In Eq. (3), mθ, j = wjpθ, jis the basic probability mass, 
crw, j = 1/(1 + wj − rj)is normalization factor to ensure ∑

�∈Θ

∼
m�,j +

∼
mP(Θ),j = 1when∑θ ∈ Θpθ, j = 1, and (1-rj) denotes 

the unreliability of evidence ej.
Joint supporting degree of two independent pieces of evi-

dence e1 and e2 to hypothesis θ is pθ,e(2) which can be calcu-
lated by Eq. (4).

When L independent pieces of evidence are fused, recurrent 
ER rule can be used to generate the supporting degree of L 
pieces of evidence to hypothesis θ, as shown in Eq. (5).

(1)ej =
{(

𝜃, p𝜃,j
)|∀𝜃 ⊆ Θ|∑

𝜃∈Θ
p𝜃,j = 1

}

(2)mj =

{(
𝜃,

∼
m𝜃,j

)
|∀𝜃 ⊆ Θ|

(
P(Θ),

∼
mP(Θ),j

)}

(3)
∼
m𝜃,j =

⎧⎪⎨⎪⎩

0

crw,jm𝜃,j

crw,j
�
1 − rj

�
𝜃 = ∅

𝜃 ⊆ Θ, 𝜃 ≠ ∅

𝜃 = P(Θ)

(4)

p𝜃,e(2) =

�
0 𝜃 = ∅

m̂𝜃,e(2)∑
D⊆Θ m̂D,e(2)

𝜃 ⊆ Θ, 𝜃 ≠ ∅

m̂𝜃,e(2) =
��
1 − r2

�
m𝜃,1 +

�
1 − r1

�
m𝜃,2

�
+
∑

B∩C=𝜃 mB,1mC,2∀𝜃 ⊆ Θ

(5a)p𝜃,e(n) =
m̂𝜃,e(n)∑

A⊆Θ m̂A,e(n)

(5b)

m̂𝜃,e(j) =
[(
1 − rj

)
m𝜃,e(j−1) + mP(Θ),e(j−1)m𝜃,j

]
+

∑
B∩C=𝜃

mB,e(j−1)mC,j

(5c)

m𝜃,e(j−1) =
�
m1 ⊕⋯⊕ mj−1

�
(𝜃) =

m̂𝜃,e(j−1)∑
D⊆Θ m̂D,e(j−1) + m̂P(Θ),e(j−1)

(5d)m̂P(Θ),e(j−1) =
(
1 − rj−1

)
mP(Θ),e(j−2)
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4 � Multi‑level ER rule model for vertical track 
irregularity identification

In this section, a multi-level ER (M-ER) rule model is 
proposed to estimate the track irregularity displacement 
amplitude as well as the irregular level, as shown in Fig. 1.

The M-ER rule model mainly contains two parts, namely 
modeling process and inference process. In the modeling 
process, the referential evidence matrix (REM) and fusion 

parameters (i.e., reliability factors and importance weights) 
are determined and optimized. In the inference process, 
sample expansion strategy and two-level evidence fusion 
mechanism are designed. Specifically, for a new sample 
(a1(t), a2(t), a3(t)) in time domain, three steps are conducted 
to determine the track irregularity in the M-ER rule model 
as shown in Fig. 3. Firstly, the sample (a1(t), a2(t), a3(t)) 
is converted into (f1(t), f2(t), f3(t)) in frequency domain via 
short-time Fourier transform (STFT). Then, the K-nearest 

Fig. 1   The vertical track irregularity identification model based on multi-level ER rule method
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neighbor (K-NN) method is used to select the K nearest 
neighbors (f1

1, f1
2,…, f1

K), (f2
1, f2

2,…, f2
K) and (f3

1, f3
2,…, 

f3
K) for (f1(t), f2(t), f3(t)) in the historical datasets. Secondly, 

the new combined samples (f1(t), f1
1, f1

2,…, f1
K), (f2(t), f2

1, 
f2

2,…, f2
K) and (f3(t), f3

1, f3
2,…, f3

K) are input to REM1 for 
f1, REM2 for f2, and REM3 for f3 respectively to activate the 
relevant evidence (e1

t, e1
1, e1

2,…,e1
K), (e2 t, e2

1, e2
2,…,e2

K) 
and (e3 t, e3

1, e3
2,…,e3

K). All pieces of evidence on f1, f2 and 
f3 are fused by ER rule to generate three pieces of evidence 
e1(K + 1), e2(K + 1) and e3(K + 1). Thirdly, the three pieces 
of evidence from three information sources are integrated in 
the second-level fusion to obtain the final result.

4.1 � Modeling process of M‑ER rule model

4.1.1 � REM construction

Likelihood function normalization is applied to construct the 
REM by using historical samples. In the training dataset, each 
sample is expressed as S(t) = {[f1(t), f2(t), f3(t), Ir(t)]| fi(t)∈Sfi, 
Ir(t)∈SIr, t = 1, 2,…, Ts, i = 1, 2, 3}, where Ts is the number 
of samples, Sfi and SIr represent the range of fi and Ir respec-
tively. To develop the mapping relationship between fi and Ir, 
the relationships between Ai = {Aj

i|j = 1,…,Ji} and D = {Dn| 
n = 1,…,N} are built, where Ai is the referential point set of fi, 
and D is the referential point set of Ir. All referential points 
of fi and Ir are generally determined by experts initially, and 
then optimized by the training dataset.

For each sample S(t), fi can be transformed into a similar-
ity distribution SI

(
fi(t)

)
=

{(
Ai
j
, �i,j

)
|j = 1|… |Ji|i = 1|2

}
 , 

where αi,j is the similarity between fi(t) and its jth referential 
point Aj

i, and Ji is the number of referential points for the ith 
input. The similarity distribution can be generated by piece-
wise function as Eq. (6).

(6)

⎧⎪⎨⎪⎩

�i,j =
Ai
j+1

−fi(t)

Ai
j+1

−Ai
j

, �i,j+1 = 1 − �i,jA
i
j
≤ fi(t) ≤ Ai

j+1

�i,j� = 0j’ = 1,… , Ji, j’ ≠ j, j + 1

Similarly, Ir can be transformed into similarity distribu-
tion SO(Ir(t)) = {(Dn,γn)|n = 1,2,...,N} as well, and the simi-
larity distribution can be acquired by piecewise function as 
Eq. (7).

where γn is the similarity between Ir(t) and its nth referential 
point Dn, N is the number of referential points for the output.

According to Eqs. (6) and (7), each sample pair (fi(t),Ir(t)) 
in the training dataset can be represented by integrated 
similarity distribution(αi, jγn, αi, j + 1γn, αi, jγn + 1, αi, j + 1γn + 1). 
Obviously, αi, jγn + αi, j + 1γn + αi, jγn + 1 + αi, j + 1γn + 1 = 1, 
whereαi, jγnindicates the integrated similarity degree of fi(t) 
matching input referential point Aj

i while Ir(t) matching out-
put referential point Dn simultaneously. By calculating the 
integrated similarity degree of all sample pairs in training 
dataset S, the casting results can be obtained as shown in 
Table 1. It reflects the relationship between each input ref-
erential point and output referential point.

In Table 1, an,j is the sum of the integrated similarity 
degree of all sample pairs (fi(t),Ir(t)) matching the input ref-
erential point Aj

i and meanwhile matching the output refer-
ential point Ir(t). �n =

∑Ji
j=1

an,jrepresents the sum of the 
integrated similarity degree of all sample pairs that their 
output Ir(t) matches Dn, while�j =

∑N

n=1
an,jrepresents the 

sum of the integrated similarity degree of all sample pairs 
that their input fi(t) matches Aj

i. It can be clearly found that ∑N

n=1
�n =

∑Ji
j=1

�j = Ts.
Based on Table 1, the likelihood function, denoted as cn,j, 

can be calculated as follows.

Then a piece of evidence ei
j
=

{(
Dn, �

i
n,j

)
|n = 1|… |N

}

corresponding to Aj
i can be defined as shown Table 2.▯

In Table 2, the evidence ej
i can be simply represented as 

ei
j
=

[
� i
1,j
, � i

2,j
,… , � i

N,j

]
 , where � i

n,j
 is the belief degree of evi-

(7)

{
�n =

Dn+1−Ir(t)

Dn+1−Dn

, �n+1 = 1 − �nDn ≤ Ir(t) ≤ Dn+1

�n� = 0n’ = 1,… ,N, n’ ≠ n, n + 1

(8)cn,j = p
(
Ai
j
|Dn

)
=

an,j

�n

Table 1   Casting results of 
sample pair (fi(t), Ir(t)) in the 
training dataset

fi

Ir   1

iA …
i
jA …

i

i
JA Total

D1 1,1
a …

1, ja …
1, iJa

1

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Dn ,1na … ,n ja … , in Ja n

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

DN ,1Na … ,N ja … , iN Ja N

Total 1 … j …
iJ TS
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dence ej
i. It represents the probability that Ir = Dn given that 

fi = Aj
i and can be calculated by normalization of likelihood 

function cn,j, as shown in Eq. (9).

Apparently, 
∑N

n=1
� i
n,j

= 1.

4.1.2 � Determination of reliability factor using trend 
analysis

In the first-level ER rule model, the reliability factor 
of the evidence ei

t corresponding to the newly acquired 
sample is related to the reliability factors of evidence 
{ei

1, ei
2, ei

3} corresponding to historical samples, but 
they have some differences. Specifically, the reliability 
factor ri of ei

t describes the ability of the ith information 
source correctly evaluating the vertical track irregularity. 
The higher reliability of the information source, the more 
sensitive of the irregularity variation. It means that the 
higher irregularity variation corresponds to a higher vari-
ation of frequency characteristic fi(i = 1, 2, 3), and vice 
versa. The relative changes of fi(t) and Ir(t) are defined 
as Eq. (10).

And then the capability of fi reflecting Ir variation is 
defined as Eq. (11). Apparently, the smaller cfi indicates that 
fi can reflect the Ir variation more correctly.

(9)� i
n,j

=
cn,j∑N

k=1
ck,j

(10a)Mf i(t) =
fi(t) −min

(
fi(t)

)

max
(
fi(t)

)
−min

(
fi(t)

) , t ∈ {
1, 2,… , TS

}

(10b)MIr(t) =
Ir(t) −min(Ir(t))

max(Ir(t)) −min(Ir(t))
, t ∈

{
1, 2,… , TS

}

(11)
cf i =

∑Ts

t=1
||MIr(t) −Mf i(t)

||afk =
∑T

t=1
||CIr(t) − Cfk(t)

||

Based on the above analysis, the reliability factor of infor-
mation source fi can be calculated as Eq. (12), and it can be 
seen from the equation that fi is the most reliable (i.e., ri = 1) 
when min

k,k∈{1,2,3}

(
cf k

)
= cf i.

Additionally, evidence ei
1, ei

2 and ei
3 generated by his-

torical samples are also from information source fi and they 
are selected by comparing their similarity with ei

t. As a 
result, the reliability factors of {ei

1, ei
2, ei

3} should be deter-
mined by considering both the characteristic of information 
source fi and their relative reliability with ei

t. The Euclid-
ean distance dk between the historical sample and the newly 
acquired sample is used to determine the reliability factors 
of evidence {ei

1, ei
2, ei

3}, as shown in Eq. (13).

It can be found that the evidence with smaller Euclidean 
distance has a higher reliability factor.

4.1.3 � Model optimization

Generally, the parameters of the multi-level ER rule model are 
determined by domain knowledge and may be inaccurate. To 
improve the accuracy of the non-linear relationship between 
the input fi (i = 1,2,3) and output Ir, the parameters should be 
optimized by using historical samples S. These parameters 
include input referential points Ai = {Aj

i|j = 1,…,Ji}, output 
referential points D = {Dn|n = 1,…,N}, importance weights of 
all pieces of evidence in the multi-level models W = {wi,wi′, 
wi

k|i = 1,2,3; k = 1,2,3}. Here, mean square error (MSE) is 
used as the objective function of the optimization model as 
shown in Eq. (14a).

(12)ri =

min
k,k∈{1,2,3}

(
cf k

)

cfi

(13)rk
i
=
(
1 − dk

)
ri, i = 1, 2;k = 1, 2, 3

Table 2   REM of input fi

fi
Ir

1

ie …
i
je …

i

i
Je

1

iA …
i
jA …

i

i
JA

D1 1,1

iβ … 1,

i
jβ … 1, i

i
Jβ

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Dn ,1

i
nβ … ,

i
n jβ … , i

i
n Jβ

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

DN ,1

i
Nβ … ,

i
N jβ … , i

i
N Jβ
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where P = {Ai,D,W |i = 1,2,3; j = 2,...,Ji-1; n = 2,...,N-1} is the 
set of optimized parameters, and Eq. (14b) is the constrains 
that the parameters should meet. wi′ and wi

k are the impor-
tance weight of the evidence activated by input sample fi(t) 
and its kth nearest neighboring samples which are used in 
first-level model, and wi is the importance weight of the evi-
dence for fi in the second-level model. Except for the param-
eters in P, the other parameters are fixed boundary values. The 
parametersD1,DN ,A

1

1
,A1

J1
,A2

1
,A2

J2
,A3

1
,A3

J3
are set to be 

min
t,t∈SIr

(Ir(t)) , max
t,t∈SIr

(Ir(t)) , min
t,t∈Sf1

(
f1(t)

)
 , max
t,t∈Sf1

(
f1(t)

)
 , min
t,t∈Sf2

(
f2(t)

)
 , 

max
t,t∈Sf2

(
f2(t)

)
 , min
t,t∈Sf3

(
f3(t)

)
 , max
t,t∈Sf3

(
f3(t)

)
respectively. The model 

described by Eq. (14) is optimized by SQP algorithm. With 
the variation of the parameters in P, REM shown in Table 3 
is optimized as well.

4.2 � Inference process of M‑ER rule model

4.2.1 � Sample expansion based on K‑NN method

The aim of the multi-level ER rule model as shown 
in Fig. 1 is to make the full use of the historical sam-
ples in the fusion process. K-NN method is applied 
to find the samples from the training dataset S which 
are similar to the newly acquired sample, and then the 
evidence activated by all these similar samples are 
fused together. In the process of seeking for the simi-
lar samples, the K nearest neighboring samples to the 
newly acquired sample are selected by calculating their 
Euclidean distance.

To avoid the influence of different measurement units 
and magnitudes on input features and ensure the infor-
mation offered by each input feature can be fully used, 
all of the input data should be normalized before select-
ing the nearest neighboring samples by using K-NN 

(14a)min
P
𝜉(P) =

1

Ts

∑Ts

t=1

(
Îr(t) − Ir(t)

)2

(14b)
0 ≤ wi,w

�
i
,wi

k ≤ 1, i = 1, 2;k = 1, 2, 3

Ai
j−1

< Ai
j
< Ai

j+1
, j = 2,… , Ji − 1

D2 < D3 < ⋯ < DN−1

method. In vertical track irregularity identification, 
the value ranges of input feature f2 and f3 are relatively 
smaller than that of feature f1. Therefore, fi is normal-
ized via Min-Max method to avoid the roles of f2 and f3 
being covered by f1. The normalization of fi(t) can be 
conducted as Eq. (15).

After normalization, K-NN method is used to find out 
the K nearest neighboring samples from the historical 
data samples. For a newly acquired sampleF′(t) = (f1(t), f2
(t), f3(t))and each historical sampleF(τ) = (f1(τ), f2(τ), f3(τ
)), their Euclidean distance can be obtained by Eq. (16).

where τ = 1,2,...,TS, and TS is the number of sam-
ples in historical dataset. Sorting dτ form small to 
large and choosing the first K samples, denoted as 
Fk =

{(
f k
1
, f k
2
, f k
3

)|k = 1|2|… |K} . Apparently, the calcula-
tion amount will increase with the rising value of K, and 
therefore K = 3 in this paper.

4.2.2 � Evidence fusion based on multi‑level ER rule

For the ith input feature, the value of fi(t) is located 
into

[
Ai
j
,Ai

j+1

]
 . Consequently, it will active two adjacent 

(15)Mf i(t) =

fi(t) − Min
t

(
fi(t)

)

Max
t

(
fi(t)

)
−Min

t

(
fi(t)

) , t ∈ {1, 2,… , T}

(16)d�
(
F�,F

)
=

√√√√ 3∑
i=1

(
Mf i(t) −Mf i(�)

)2

Table 3   Vertical track 
irregularity levels

(160 km/h ~ 200 km/h) Acceptable Uncomfortable Occasional repair Speed limiting

Levels I II III IV
Range of Ir (mm) 0 ≤ Ir ≤ 5 5 < Ir ≤ 8 8 < Ir ≤ 12 12 < Ir

eit
(ri,wi')

ei1
(ri1,wi

1
)

ei2
(ri2,wi

2
)

ei3
(ri3,wi

3
)

First-level ER rule

ei(4)

Fig. 2   Evidence fusion in the first-level ER rule model for the ith 
information source
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pieces of evidence ei
j
 and ei

j+1
described in Table 2. The final 

evidence activated by fi(t) is the weighted sum ofei
j
andei

j+1
 . 

The  ac t iva ted  ev idence  can  be  represen ted 
asei = {(Dn, pn, i), n = 1, …, N}, where pn,i is the belief 
degree of that the value of Ir(t) is Dn whenei

j
 andei

j+1
are 

activated by fi(t), and it can be calculated by Eq. (17).

According to Eq. (17), three pieces of evidence e1
t, 

e2
t and e3

t are activated byF′(t) = (f1(t), f2(t), f3(t))and the 
evidence activated by the three nearest neighboring sam-
ples {e1

1, e1
2, e1

3}, {e2
1, e2

2, e2
3} and {e3

1, e3
2, e3

3} can 
be acquired. After that, for each information source, ei

t is 
fused with {ei

1, ei
2, ei

3} (i = 1,2,3) by using Eq. (5), gen-
erating the fused result of the first-level ER rule model, 
denote as ei(4) =

{(
Dn, pn,ei(4)

)|n = 1|… |N|i = 1|2|3} , as 
shown in Fig. 2.

The fused result of the first-level ER rule model 
will be used as an integrated piece of evidence in the 
second-level ER rule model. The obtained three pieces 
of evidence e1(4), e2(4) and e3(4) from three different 
information sources are fused to generate the final result, 
denoted as e(3) = {(Dn, pn, e(3))| n = 1| …| N}, as illustrated 
in Fig. 3.

The estimated vertical track irregularity displacement 
Îr(t) can be obtained with Eq. (18).

Then the vertical track irregularity level can also be 
obtained according to Table 3.

As shown in Table 3, Ir is the absolute value of ver-
tical track irregularity. According to the standard of 
China railway infrastructure maintenance [26], it can be 
graded into four levels. Specifically, level I represents the 
health condition of track is acceptable, and only routing 

(17)pn,i = �i,j�
i
n,j
+ �i,j+1�

i
n,j+1

(18)Îr(t) =
∑N

n=1
Dnpn,e(3)

maintenance should be conducted. When Ir is between 
5 mm and 8 mm (i.e. level II), abnormal vibration of 
train can be detected reducing railway comfort, but it has 
slight influence on the normal operation of trains. If Ir 
is between 8 mm and 12 mm (i.e. level III), train safety 
will decrease and occasional maintenance must be car-
ried out to avoid severe geometry deformation. When Ir 
is over 12 mm (i.e., level IV), track has been deformed 
seriously, the train should speed down and tracks need 
to be repaired urgently.

5 � Experimental results and discussions

To verify the effectiveness and superiority of the irregu-
larity identification approach based on the M-ER rule 
model, the experiment is conducted in this section.

e1(4)

(r1,w1)

e2(4)

(r2,w2)

e3(4)

(r3,w3)

Second-level ER rule

e(3)

Fig. 3   Evidence fusion in the second-level ER rule model for three 
information sources

Fig. 4   Vibration signals in time domain a1, a2, a3 and vertical track 
irregularity dv

Fig. 5   Mean values of f1(t), f2(t), f3(t) and absolute value of Ir(t)
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5.1 � Description of dataset

In this paper, the train vibration data and the correspond-
ing irregularity data collected by TIVs which work from 
1584.5103 km to 1586.8673 km in Beijing-Guangzhou 
Line. In detail, sensors installed in the car body, axle box 
and bogie of GJ-4 collect the vibration acceleration sig-
nals in time domain which are represented by a1, a2 and a3 

respectively, and vertical track irregularity dv is acquired 
by IR method, as shown in Fig. 4. Then the short-time 
Fourier transform (STFT) is conducted for a1, a2 and a3, 
respectively denoted as f1(t), f2(t) and f3(t), and the abso-
lute value of dv denoted as Ir(t), as shown in Fig. 5.

Compared with the time domain vibration signals in Fig. 4, 
the variation trends of f1(t), f2(t), f3(t) and Ir(t) are more con-
sistent as shown in Fig. 5. When Ir(t) rises, f1(t), f2(t) and f3(t) 

Table 4   Details of dataset

Data source 1584.5103 km to 1586.8673 km in Beijing-Guangzhou Line

Sampling interval 0.25m

Sliding window length of STFT 5.25m

Total number of samples (T) 9429

Number of samples on level I 9221

Number of samples on level II 193

Number of samples on level III 15

Number of samples on level IV 0

Table 5   Initial casting result of sample pairs (f1(t), Ir(t)) in training dataset

f1

Ir        

1

1
A 1

2
A 1

3
A 1

4
A 1

5
A 1

6
A

Total

0 0.3 0.6 0.9 1.2 5

D1 0 62.1668 290.4692 41.6610 8.6979 5.1613 0.1863 408.3425

D2 2 74.4521 324.4076 50.1912 14.0472 7.8935 2.4458 473.4375

D3 4 23.6380 86.7704 11.4314 2.3383 4.0978 1.4416 129.7175

D4 6 11.4995 44.7335 9.3129 5.0296 2.5662 0.7358 73.8775

D5 8 1.4671 10.6221 3.0214 1.3066 0.4103 0 16.8275

D6 10 0.0064 3.4685 1.1268 0.0434 0 0 4.6450

D7 12 0 0.9850 0.1675 0 0 0 1.1525

Total 173.2299 761.4562 116.9122 31.4630 20.1292 4.8096 1108

Table 6   Initial casting result of sample pairs (f2(t), Ir(t)) in training dataset

f2
Ir        

2

1
A 2

2
A 2

3
A 2

4
A 2

5
A 2

6
A 2

7
A 2

8
A 2

9
A

Total
0 0.002 0.004 0.006 0.007 0.008 0.01 0.015 0.021

D1 0 208.4924 176.2621 21.9402 1.6478 0 0 0 0 0 408.3425

D2 2 48.2550 150.7187 93.1313 86.2153 74.0069 19.6400 1.4703 0 0 473.4375

D3 4 0 0 0 5.9117 32.9101 38.4227 36.8750 15.4589 0.1391 129.7175

D4 6 0 0 0 0 0 0.1203 10.6754 57.4488 5.6330 73.8775

D5 8 0 0 0 0 0 0 0 8.9656 7.8619 16.8275

D6 10 0 0 0 0 0 0 0 2.2935 2.3515 4.6450

D7 12 0 0 0 0 0 0 0 0.1658 0.9867 1.1525

Total 256.7474 326.9808 115.0715 93.7748 106.9170 58.1830 49.0207 84.3326 16.9723 1108
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are increase accordingly, and vice versa. Therefore, the 
frequency domain data are used as the training and testing 

samples for the proposed multi-level model (f1(t), f2(t) and f3(t) 
as inputs and Ir(t) as output). The details are shown in Table 4.

Table 7   Initial casting result of sample pairs (f3(t), Ir(t)) in training dataset

f3

Ir        

3

1
A 3

2
A 3

3
A 3

4
A 3

5
A 3

6
A

Total

0.4 0.55 0.60 0.70 0.75 1.1

D1 0 6.5042 109.6234 169.9034 78.6708 39.4515 4.1892 408.3425

D2 2 9.0064 134.5631 185.2954 97.9683 39.6610 6.9432 473.4375

D3 4 4.2297 37.6570 49.4082 23.0157 12.4565 2.9505 129.7175

D4 6 1.5667 25.4212 24.8076 14.1358 6.5756 1.3706 73.8775

D5 8 0.2001 9.3301 2.5579 3.8650 0.8569 0.0175 16.8275

D6 10 0.1890 1.2183 0.0052 2.4207 0.8118 0 4.6450

D7 12 0 0 0 0.9041 0.2484 0 1.1525

Total 21.6961 317.8130 431.9778 220.9805 100.0617 15.4710 1108

Table 8   Initial REM of input f1
f1

Ir        

1

1
e 1

2
e 1

3
e 1

4
e 1

5
e 1

6
e

1

1
A 1

2
A 1

3
A 1

4
A 1

5
A 1

6
A

0 0.3 0.6 0.9 1.2 5

D1 0 0.2069 0.1451 0.1031 0.0951 0.1053 0.0171

D2 2 0.2137 0.1397 0.1071 0.1324 0.1389 0.1935

D3 4 0.2476 0.1364 0.0890 0.0804 0.2632 0.4163

D4 6 0.2115 0.1235 0.1274 0.3038 0.2894 0.3731

D5 8 0.1185 0.1287 0.1814 0.3465 0.2032 0

D6 10 0.0019 0.1523 0.2451 0.0417 0 0

D7 12 0 0.1743 0.1468 0 0 0

Table 9   Initial REM of input f2

f2

Ir        

2

1
e 2

2
e 2

3
e 2

4
e 2

5
e 2

6
e 2

7
e 2

8
e 2

9
e

2

1
A 2

2
A 2

3
A 2

4
A 2

5
A 2

6
A 2

7
A 2

8
A 2

9
A

0 0.002 0.004 0.006 0.007 0.008 0.01 0.015 0.021

D1 0 0.8336 0.5755 0.2145 0.0174 0 0 0 0 0

D2 2 0.1664 0.4245 0.7855 0.7859 0.3812 0.1223 0.0072 0 0

D3 4 0 0 0 0.1967 0.6188 0.8729 0.6582 0.0576 0.0006

D4 6 0 0 0 0 0 0.0048 0.3346 0.3762 0.0400

D5 8 0 0 0 0 0 0 0 0.2577 0.2450

D6 10 0 0 0 0 0 0 0 0.2388 0.2655

D7 12 0 0 0 0 0 0 0 0.0696 0.4490
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5.2 � The identification process for vertical track 
irregularity based on M‑ER

5.2.1 � Modeling of M‑ER

In our experiment, 1108 samples are randomly selected to con-
stitute the training dataset, denoted as S = {[f1(t),f2(t),f3(t),Ir(t)]| 
fi(t)ȠϵSi, Ir(t)ϵSIr, t = 1,2,…,1108, i = 1,2,3}, where S1 = [0,5], 
S2 = [0,0.021], S3 = [0.4,1.1], SIr = [0,12]. In the training dataset 
S, there are 1000 samples on irregular level I(h1), 100 samples 
on irregular level II(h2), and 8 samples on irregular level III(h3). 
Since irregular level IV is quite dangerous and significantly 

influences the safe operation of trains, it should be avoided to 
happen. Therefore, no sample on irregular level IV is considered 
in this paper. The rest 8321 samples are used to test the irregular-
ity identification model, where there are 8221 samples on h1, 93 
samples on h2, and 7 samples on h3.

By analyzing the variation of input and output values in S, 6 
referential points for f1 are set as A1 = {0,0.3,0.6,0.9,1.2,5}, 9 ref-
erential points for f2 are set as A2 = {0,0.002,0.004,0.006,0.007,0.
008, 0.01,0.015,0.021}, 6 referential points are set as A3 = {0.4,0.
55,0.60,0.70,0.75,1.1}, and 7 referential points for output Ir are set 
as D = {0,2,4,6,8,10,12}. Based on Eqs. (6) and (7) in section 4.1, 
the input and output are transformed into integrated similarity dis-
tribution, and the initial casting results of sample pairs in training 
dataset are generated as shown in Tables 5, 6 and 7.

Based on Eqs. (8) and (9), the REMs for the three input 
features f1, f2 and f3 are formed by likelihood function nor-
malization as shown in Tables 8, 9 and 10. 

However, REMs for f1, f2 and f3 in Tables 8, 9 and 10 may 
be inaccurate, and the importance weights of different evi-
dence should be optimized. Therefore, the parameters of the 
identification model are optimized according to Eq. (14) with 
the training dataset. In the optimization process, input features 

Table 10   Initial REM of input 
f3 f3

Ir        

3

1
e 3

2
e 3

3
e 3

4
e 3

5
e 3

6
e

3

1
A 3

2
A 3

3
A 3

4
A 3

5
A 3

6
A

0.4 0.55 0.60 0.70 0.75 1.1

D1 0 0.1127 0.1340 0.2481 0.0836 0.1198 0.1525

D2 2 0.1346 0.1418 0.2333 0.0898 0.1039 0.2180

D3 4 0.2307 0.1449 0.2271 0.0770 0.1191 0.3382

D4 6 0.1500 0.1717 0.2002 0.0831 0.1103 0.2758

D5 8 0.0841 0.2767 0.0906 0.0997 0.0631 0.0155

D6 10 0.2879 0.1309 0.0007 0.2262 0.2167 0

D7 12 0 0 0 0.3405 0.2672 0

Table 11   The optimized importance weight of each piece of evidence

i wi wi
′ wi

1 wi
2 wi

3

1 0.8617 0.6782 0.5686 0.3078 0.2772
2 0.4943 0.9656 0.8096 0.4382 0.3947
3 0.9148 0.7314 0.6132 0.3319 0.2990

Table 12   Optimized REM1 of 
input f1 f1

Ir        

1

1
e 1

2
e 1

3
e 1

4
e 1

5
e 1

6
e

1

1
A 1

2
A 1

3
A 1

4
A 1

5
A 1

6
A

0 0.4294 0.6890 1.0286 1.3916 5

D1 0 0.1641 0.1494 0.0702 0.0740 0.1107 0.0057

D2 2.3650 0.1643 0.1441 0.0869 0.0963 0.1016 0.2060

D3 2.8562 0.1698 0.1372 0.0705 0.0617 0.4184 0.4209

D4 5.9750 0.1649 0.1333 0.0821 0.1819 0.3693 0.3674

D5 6.9850 0.0943 0.1028 0.5455 0.1085 0 0

D6 7.2422 0.1401 0.1587 0.0363 0.3247 0 0

D7 12 0.1025 0.1745 0.1085 0.1529 0 0
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Table 14   Optimized REM3 of 
input f3 f3

Ir        

3

1
e 3

2
e 3

3
e 3

4
e 3

5
e 3

6
e

3

1
A 3

2
A 3

3
A 3

4
A 3

5
A 3

6
A

0.4 0.5371 0.5488 0.5755 0.7480 1.1

D1 0 0.1147 0.1097 0.0926 0.1838 0.1321 0.1422

D2 2.3650 0.1218 0.1330 0.0914 0.1780 0.1299 0.1850

D3 2.8562 0.2558 0.1905 0.0702 0.1655 0.1265 0.3593

D4 5.9750 0.2056 0.1774 0.0928 0.1649 0.1240 0.2736

D5 6.9850 0.0201 0.0446 0.1991 0.1825 0.1036 0.0400

D6 7.2422 0.0968 0.1446 0.3438 0.0658 0.1333 0

D7 12 0.1852 0.2002 0.1101 0.0595 0.2507 0

Table 15   Evidence activated by 
f1(t), f2(t), f3(t) in testing dataset 
and their nearest neighboring 
samples

Ir
f D1 D2 D3 D4 D5 D6 D7

f1(t) e1t 0.0702 0.0870 0.0705 0.0823 0.5446 0.0369 0.1086

f11 e11 0.0775 0.0922 0.0766 0.0868 0.5047 0.0476 0.1146

f12 e12 0.0866 0.0988 0.0844 0.0928 0.4534 0.0618 0.1223

f13 e13 0.1204 0.1232 0.1128 0.1146 0.2648 0.1139 0.1503

f2(t) e2t 0 0 0 0.0169 0.4216 0.2916 0.2700

f21 e21 0 0 0 0.0177 0.4357 0.2810 0.2657

f22 e22 0 0 0 0.0214 0.5007 0.2320 0.2458

f23 e23 0 0 0 0.0158 0.4024 0.3060 0.2759

f3(t) e3t 0.1804 0.1749 0.1630 0.1623 0.1775 0.0701 0.0717

f31 e31 0.1819 0.1763 0.1641 0.1634 0.1797 0.0682 0.0662

f32 e32 0.1704 0.1653 0.1515 0.1543 0.1850 0.1066 0.0669

f33 e33 0.0962 0.0948 0.0740 0.0956 0.1985 0.3328 0.1081

Table 13   Optimized REM2 of input f2

f2

Ir       

2

1
e 2

2
e 2

3
e 2

4
e 2

5
e 2

6
e 2

7
e 2

8
e 2

9
e

2

1
A 2

2
A 2

3
A 2

4
A 2

5
A 2

6
A 2

7
A 2

8
A 2

9
A

0 0.0039 0.0057 0.0061 0.0088 0.0098 0.0116 0.0176 0.021

D1 0 0.7899 0.4552 0.0562 0 0 0 0 0 0

D2 2.3650 0.2101 0.5415 0.5376 0.0054 0 0 0 0 0

D3 2.8562 0 0.0034 0.4019 0.7266 0.2878 0.0275 0.0000 0 0

D4 5.9750 0 0 0.0044 0.2680 0.7116 0.6502 0.0222 0.0005 0

D5 6.9850 0 0 0 0 0.0006 0.2729 0.5137 0.1375 0

D6 7.2422 0 0 0 0 0 0.0246 0.2222 0.5053 0.1602

D7 12 0 0 0 0 0 0.0248 0.2419 0.3567 0.8398
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in training dataset S are expressed in belief distribution by 
using Eq. (6), and the nearest neighboring samples of each 

input sample are selected by K-NN algorithm. These samples 
activate the corresponding evidence in Tables 8, 9 and 10.

The reliability factors for f1(e1
t), f2(e2

t) and f3(e3
t) are cal-

culated by using Eqs. (10) - (12), which are r1 = 0.3066, r2 = 1 
and r3 = 0.2317. The reliability factors of evidence activated by 
the nearest neighboring samples are calculated according to 
Eq. (13). All the importance weight factors are pre-defined to 
be equal to their corresponding reliability factors. The impor-
tance weights of each piece of evidence after optimization are 

Table 16   The reliability factors 
of the evidence activated by 
nearest neighboring samples

i ri
1 ri

2 ri
3

1 0.2571 0.1392 0.1253
2 0.8384 0.4538 0.4088
3 0.1942 0.1051 0.0947

Table 17   The confusion matrix
Estimated level Total 

number
Accuracy

h1 h2 h3

T
le

ve
le

ur h1 n1,1 n1,2 n1,3 M1 u1

h2 n2,1 n2,2 n2,3 M2 u2

h3 n3,1 n3,2 n3,3 M3 u3

Table 18   ACM obtained by M-ER model

Estimated levels
h1 h2 h3

True 
levels

h1 8035.6 185.4 0

h2 0 78.3 14.7

h3 0 1.1 5.9

Table 19   ACM obtained by S-ER model

Estimated levels
h1 h2 h3

True 
levels

h1 8015.2 205.8 0

h2 0 76.2 16.8

h3 0 1.1 5.9

Table 20   ACM obtained by BP-NN model

Estimated levels
h1 h2 h3

True 
levels

h1 8101.5 119.5 0

h2 32.2 54.8 6

h3 1.3 4.6 1.1

Table 21   ACM obtained by RBF-NN model

Estimated levels
h1 h2 h3

True 
levels

h1 8139.7 81.3 0

h2 19.3 63.4 10.3

h3 0 4.3 2.7

Table 22   ACM obtained by GPR model

Estimated levels
h1 h2 h3

True 
levels

h1 8192.3 28.7 0

h2 45.2 43.5 4.3

h3 2.5 2 2.5

Table 23   ACM obtained by SVM model

Estimated levels
h1 h2 h3

True 
levels

h1 8167.4 53.6 0

h2 17.2 64.9 10.9

h3 0 3.8 3.2
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illustrated in Table 11. The optimized REMs for f1, f2 and f3 as 
well as the referential points are as shown in Tables 12, 13 and 
14.

5.2.2 � Inference process based on M‑ER

A sample in testing dataset (f1(t) = 0.6897, f2(t) = 0.0131, 
f3(t) = 0.5866) is used to describe the inference process of the 
multi-level ER rule model. The sample is transformed into 
belief distributions and activate the corresponding evidence 
in Tables 12, 13 and 14. Specifically, f1(t) activates evidence 
e3

1 and e4
1 with similarity α1,1 = 0.9979 and α1,2 = 0.0021 

respectively, f2(t) activates evidence e7
2 and e8

2 with similar-
ity α2,1 = 0.7552 and α2,2 = 0.2448, and f3(t) activates evidence 
e4

3 and e5
3 with similarity α3,1 = 0.9358 and α3,2 = 0.0642. 

According to Eq. (17), the final evidence activated by f1(t), f2(t) 
and f3(t) is obtained, as shown in Table 15. Meanwhile, three 
nearest neighboring samples of (f1(t) = 0.6897, f2(t) = 0.0131, 
f3(t) = 0.5866) are selected according to Eqs. (15) and (16), 
which are (f11 = 0.6651, f12 = 0.0128, f13 = 0.5816), (f21 = 0.6350, 
f2

2 = 0.0118, f2
3 = 0.5716), and (f3

1 = 0.5244, f3
2 = 0.0134, 

f33 = 0.5499). Evidence activated by the three samples is also 
shown in Table 15.

Then, the reliability factors of the three evidence ri
1, ri

2 
and ri

3 activated by the nearest neighboring samples are cal-
culated by Eq. (13), as shown in Table 16.

All of the four pieces of evidence for f1, f2 and f3 are 
fused by the first-level ER rule model respectively, and the 
outputs of the first-level model are e1(4) = {(D1,0.0698), 
(D2,0.0824), (D3,0.0684), (D4,0.0771), (D5,0.5529), 
(D6,0.0452), (D7,0.1042)}, e2(4) = {(D1,0), (D2,0), (D3,0), 
(D4,0.0044), (D5,0.5549), (D6,0.2332), (D7,0.2075)}, and 
e3(4) = {(D1,0.1696), (D2,0.1640), (D3,0.1486), (D4,0.1521), 
(D5,0.1878), (D6,0.1079), (D7,0.0699)}. The outputs of the first-
level model e1(4), e2(4) and e3(4) are the three pieces of evidence 
to be fused in the second-level model, of which the reliability 
factors are r1 = 0.3066, r2 = 1, r3 = 0.2317 and the importance 
weights are w1 = 0.8617, w2 = 0.4943, w3 = 0.9148. The final out-
put of the second-level model is e(3) = {(D1,0), (D2,0),(D3,0), 
(D4,0.0034), (D5,0.6806), (D6,0.1652), (D7,0.1508)}. Finally, 
the estimated vertical track irregularityÎr(t) is 7.7805 which 
is calculated by Eq. (18). Consequently, the final irregularity 
level is determined to be level II which is the same with the true 
irregularity level.

5.3 � Comparison with different identification 
models

To further illustrate the superiority of the M-ER rule model, 
five typical machine leaning models are selected to make 
comparison. They are single-level ER rule model (S-ER) 
[10, 11], BP neural network model (BP-NN), RBF neural 

Fig. 6   Experimental results 
obtained by different identifica-
tion models

(a)MSE                                   (b)Identification accuracy of h1

(c)Identification accuracy of h2 (d)Identification accuracy of h3
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network model (RBF-NN), support vector machine (SVM) 
and Gaussian process regression (GPR). The ten-fold cross-
validation is used to evaluate the experimental results. Spe-
cifically, the experiment is repeated ten times. In each time, 
the historical dataset S is randomly divided into a training 
dataset with 1108 samples and a testing dataset with 8321 
samples. We compare the results from two aspects: model 
accuracy and engineering practicality.

The model accuracy includes the track irregularity dis-
placement amplitude and the track irregularity level which 
are evaluated by the MSE (as shown in Eq. (14a)) and confu-
sion matrix (as shown in Table 17) respectively.

In Table 17, hl(l = 1,2,3) represents irregularity level I, 
II, III, nl,s(l, s = 1,2,3) represents the number of samples that 
are estimated as hs by the model while the true irregularity 
level is hl, Mi represents the total number of samples, here 
M1 = 8221, M2 = 93 and M3 = 7. The identification accuracy 
for the lth irregularity level is defined as Eq. (19).

Based on the vertical track irregularity levels in Table 1, the 
average confusion matrix (ACM) obtained by different identifi-
cation models are shown from Tables 18, 19, 20, 21, 22 and 23.

The experimental results obtained by different identi-
fication models are shown in Fig. 6.As shown in Fig. 6a, 
the values of MSE of the ER-based models (i.e., M-ER 
and S-ER) are much smaller than the other models (i.e., 
BP-NN, RBF-NN, SVM and GPR). It means that the 
track irregularity displacement amplitude evaluated by 
the ER-based models is more accurate. Since the intro-
duction of samples expansion strategy and the two-level 
fusion mechanism, the identification accuracy of M-ER 
is improved compared with the traditional S-ER. In 
Fig. 6b, we can see that all of the identification models 
achieve high identification accuracy of h1. However, the 
identification accuracy of high-level irregularity (i.e., h2 
and h3) of M-ER model and S-ER model are much higher 
than other models, as shown in Fig. 6c and d. Further 
more, M-ER model performs best. The reason is that the 
information for irregularity identification is enriched by 
involving the similar historical samples in the fusion pro-
cess. It indicates that the likelihood function normaliza-
tion can naturally highlight the roles of these small sam-
ples in belief distribution when the referential evidence 
is generated. Therefore, the M-ER is more effective and 
superior to estimate both of the track irregularity dis-
placement amplitude and track irregularity level.

Moreover, considering the requirements in practical applica-
tion, the following criteria are made to evaluate the engineering 
practicality of the identification models. The priorities of the 
criteria are: R1, R2 and R3.

(19)ul =
nl,s

Mi

× 100%l = s = 1, 2, 3

R1: The levels with high risk h3 cannot be wrongly 
identified as low risk h1 since it is very dangerous (the 
red cell as shown Table 17). Therefore, n3,1 must be 
equal to 0.
R2: n3,2 and n2,1 should be as smaller as possible since it 
is also dangerous (the yellow cells as shown Table 17).
R3: The total accuracy (u1 + u2 + u3) should be as higher 
as possible.

Based on the Tables 18, 19, 20, 21, 22 and 23, the values 
of n3,1 of GPR model and BP-NN model are 2.5 and 1.2, 
respectively. According to R1, these two methods cannot be 
used in practical engineering. Then by comparing the values 
of n3,2 the other four models according to R2, we can see 
that the RBF-NN model and SVM model are much poorer 
than M-ER model and S-ER model. Finally, according to 
R3, M-ER model is better than S-ER model. Therefore, the 
M-ER model is most suitable in practical engineering.

In conclusion, the M-ER model performs best in both 
model accuracy and engineering practicality. Therefore, it 
can be applied in identifying the tack irregularity.

6 � Conclusions

To solve the problems in vertical track irregularity identifica-
tion, a multi-level ER rule model is proposed in this paper. In 
the modeling process of M-ER, the referential evidence matrix 
and fusion parameters (i.e., reliability factors and importance 
weights) are determined and optimized. In the inference process 
of M-ER, sample expansion strategy and two-level evidence 
fusion mechanism are designed. The experimental results show 
that the M-ER model is more superior than other classical iden-
tification models and can be used in the practical engineering.

Further experimental research can be conducted to opti-
mize the M-ER model. For example, in the K-NN method, 
the selection criteria of the model parameter K is worthy of 
study. In our experiments, we just give one feasible solution 
(i.e., K = 3). Different values of K may affect the identifica-
tion accuracy of the model. How to balance the identifica-
tion accuracy and efficiency is a complicated problem which 
needs to be solved in the future work.
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