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Abstract—Edge computing is booming as a promising paradigm to extend service provisioning from the centralized cloud to the

network edge. Benefit from the development of serverless computing, an edge server can be configured as a carrier of limited

serverless functions, in the way of deploying Docker runtime and Kubernetes engine. Meanwhile, an application generally takes the

form of directed acyclic graphs (DAGs), where vertices represent dependent functions and edges represent data traffic. The status quo

of minimizing the completion time (a.k.a. makespan) of the application motivates the study on optimal function placement. However,

current approaches lose sight of proactively splitting and mapping the traffic to the logical data paths between the heterogeneous edge

servers, which could affect the makespan significantly. To remedy that, we propose an algorithm, termed as Dependent Function

Embedding (DPE), to get the optimal edge server for each function to execute and the moment it starts executing. DPE finds the best

segmentation of each data traffic by exquisitely solving several infinity norm minimization problems. DPE is theoretically verified to

achieve the global optimality. Extensive experiments on Alibaba cluster trace show that DPE significantly outperforms two baseline

algorithms in makespan by 43.19% and 40.71%, respectively.

Index Terms—Edge computing, dependent function embedding, directed acyclic graph, function placement, task scheduling
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1 INTRODUCTION

IN recent years, the micro-services application architecture
has achieved rapid advances. By changing applications

from monolithic to small pieces of code as functions, Func-
tion-as-a-Service (FaaS) is leading its way to the future ser-
vice pattern of cloud computing [1], [2]. Combing FaaS with
lightweight containerization and service orchestration tools,
such as the Docker runtime [3] and the Kubernetes engine

[4], the concept of serverless computing becomes increas-
ingly popular [5]. Serverless computing offers a platform
that allows the execution of software without providing any
notion of the underlying computing clusters, operating sys-
tems, VMs or containers [6]. It is a one step forward in the
abstraction staircase from Infrastructure-as-a-Service (IaaS)
to Platform-as-a-Service (PaaS) [2].

Meanwhile, with more and more applications offloaded to
remote cloud data-centers, it is hard to meet the QoS require-
ments of latency-sensitive applications [7]. Tomitigate latency,
near-data processing within the network edge is a more appli-
cable way to gain insights, which leads to the birth of edge
computing. Generally, edge computing refers to leveraging
the computation and communication enabled servers, located
at the network edge, tomake quick response tomobile and IoT
applications [8], [9]. Edge servers can be co-located with tele-
communication equipment in multiple places across radio
access networks (RAN) to the core network (5GC), in the way
of small-scale data-centers ormachine rooms [10].

Demonstrating common features with the requirements of
Internet of Things (IoT) applications, the adaptation of server-

less in edge computing has attracted special attention from
both industrial community and academia, leading to the birth

of serverless edge computing [11]. The paradigm of serverless

edge computing allows users to execute their differentiated
applications without managing the underlying servers and

clusters. Serverless has proved to be more cost-efficient and

user-friendly compared with a traditional IaaS architecture in

many pilot projects for edge computing [2]. Nevertheless,
serverless edge computing faces a series of problems need

to be solved urgently. One of the problems restricting its

development concerns the scheduling of the functions with
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complex inter-task dependency to the resource-constrained

edge [11], [12], [13]. To address this issue, works studying opti-
mal function placement across the heterogeneous edge servers

are conducted [14], [15], [16]. In these works, applications are

structured as a service function chain (SFC) or a directed acyclic

graph (DAG) composed of dependent functions, and the place-

ment of each function is obtained byminimizing themakespan

of the application, under the trade-off between function proc-
essing time and cross-server data transferring overhead.

However, when minimizing the makespan of the appli-
cation, state-of-the-art approaches only optimize the place-
ment of functions, but how the request to call the function’s
successors being routed and how the corresponding data
stream being mapped onto the virtual links between edge
servers are ignored [14], [15]. Actually, routing and manage-
ment of flow traffic are of great importance for cloud-native
applications. In Kubernetes-native systems, Istio is popular
for traffic management. It relies on the Envoy proxies co-
configured along with the functions [17]. Istio enables the
manager of the edge-cloud cluster to configure how each
function’s request calls its successors, along with its internal
output data, routes within an Istio service mesh. Based on
flexible and smart configurations, we can find that better
utilization of traffic routing and stream mapping can result
in less makespan even though the corresponding function
placement is not optimal. This phenomenon is captured in
Fig. 1. The top half of this figure is an undirected connected
graph of six edge servers, abstracted from the physical
infrastructure of the heterogeneous edge (In Sections 2 and
3 we will explain how this connected graph is modeled).
The numbers tagged in each vertex and beside each edge of
the graph are the processing power (measured in gflop/s)
and guaranteed bandwidth (measured in GB/s), respec-
tively. The bottom half is an SFC with three functions. The
number tagged inside each function is the required process-
ing power (measured in gflops). The number tagged beside
each data stream is the size of it (measured in GB). Fig. 1
demonstrates two solutions of function placement. The
numbers tagged beside vertices and edges of each solution
are the time consumed. Just in terms of function placement,
solution 1 enjoys lower function processing time (2:5 < 4).
However, the makespan of solution 2 is 1.5 lesser than solu-
tion 1 because it has a better traffic routing policy.

The above example implies that different traffic routing pol-
icies could affect the makespan of an application significantly.

It leads us to take traffic routing into consideration proactively.
In this paper, we name the combination of function placement
and streammapping as function embedding.Moreover, if stream
splitting is allowed, i.e., the internal output of a function can be
split and routed on multiple paths, the makespan decreases
further. This phenomenon is captured in Fig. 2. The structure
of this figure is the same as Fig. 1. It demonstrates two function
embedding solutions with stream splitting allowed or not,
respectively. In solution 2, the output stream of the first func-
tion is divided into two parts, each with 2 or 3 units. Corre-
spondingly, the times consumed on routing are 3 and 2.5,
respectively. Although the two solutions have the same func-
tion placement, themakespan of solution 2,which is calculated
as 1þmaxf3; 2:5g þ 1þ 1:5þ 1 ¼ 7:5, is 4.5 lesser than
solution 1.

To capture the importance of proactive traffic routing, in
this paper we study the dependent function embedding prob-
lem with stream splitting at the serverless edge. For a DAG
with complicated structure, the problem is combinatorial
and difficult to solve when the DAG scales up. In this paper,
we first present the optimal substructure of the problem.
Then, we solve each substructure optimally with dynamic
programming. Specifically, for each substructure, we sepa-
rate several infinity norm minimization sub-problems and
solve them optimally by following the analytical solutions.
Our paper makes the following contributions:

� Model contribution: We study the dependent function
embedding problem at the serverless edge. Other than
existing works where only function placement is stud-
ied, our novel contribution takes proactive traffic rout-
ing and data splitting into consideration and leverages
dynamic programming as the approach to embed
DAGs onto the heterogeneous edge.

� Algorithm contribution: We present an algorithm that
solves the dependent function embedding problem
optimally. We first find the optimal substructure of
the problem. In each substructure, we derive the
optimal data splitting for the internal data.

� Experiment contribution: We conduct extensive experi-
ments on a cluster trace with 2119 unique DAGs from
Alibaba [18]. Experimental results show that our algo-
rithm significantly outperforms two algorithms, FixDoc
[14] and HEFT [19], on the average completion time by
43.19% and 40.71%, respectively.

Fig. 1. Two function placement solutions for an SFC with different traffic
routing policies.

Fig. 2. Two function placement solutions with stream splitting allowed or
not, respectively.
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The remainder of the paper is organized as follows. In Sec-
tion 2, we present a working example of the serverless func-
tions. In Section 3, we present system model and formulate
the problem. In Section 4, we present the proposed algorithm
DPE and several auxiliary algorithms. Performance guarantee
and complexity analysis are provided in the same place. The
experiment results are demonstrated in Section 5. In Section 6,
we review related works on functions placement on the het-
erogeneous edge. Section 7 concludes this paper.

2 A WORKING EXAMPLE

In this section, we demonstrate a working example on
dependent functions at the serverless edge.

The edge network is organized as a weighted directed graph
[20], [21], where the vertices are edge servers with heteroge-
neous processing power and the edges are virtual links
with certain propagation speed.

The edge network is managed with a lightweight Kuber-
netes platform, for example, the KubeEdge [22]. Let us deploy
an application of surveillance video processing. The procedure
is captured in Fig. 3. An edge device, i.e., a surveillance camera,
uploads the raw video and pre-prepared configurations1 to a
nearby edge server periodically. With raw video input, the
functions are pulled from remote Docker registries and trig-
gered immediately. For video processing, ffmpeg2 could be
used to produce the corresponding Docker images. When it is
done, the processed results are saved into a PersistentVolume
(PV) configured in thePVC. In the aboveprocedure, the camera
only needs to upload the raw video data. The functions will be
triggered automatically. The intermediate data produced by

each function is saved into a local volume located at some host
path.

To make the most of the quick response of the serverless
edge, we need to study where each function is processed
and how the flow traffic is mapped, to minimize the com-
pletion time as much as possible.

3 SYSTEM MODEL

Let us formulate the heterogeneous edge network as an undi-
rected connected graph G , ðN ;LÞ, where N , fn1; . . . ; nNg is
the set of edge servers and L , flijgni;nj2N is the set of virtual
links. A virtual link lij ¼ ðni; njÞ is an augmented link between
edge servers ni and nj. In G, each edge server n 2 N has a
processing power cn, measured in tflop/s while each virtual
link lij 2 L has a maximum bandwidth bmax

ij , measured in GB/
s. We assume bmax

ij ¼ bmax
ji . When ni ¼ nj, we simply set the

data transferring time as 0 since the intra-server processing is
usually negligible. The computation of functions, which is
non-preemptive, can be overlappedwith communication.

Let us use Pðni; njÞ to denote the set of simple paths3 from
source ni to target nj. For arbitrary given edge network, all
the simple paths fPðni; njÞg8ni;nj2N can be obtained through
depth-first search (DFS). The algorithm designed in this
paper needs to know the simple paths between any two
edge servers as a priori. In Section 4.4, we give a simple
algorithm to calculate them based on DFS.

Key symbols and notations used in this paper are sum-
marized in Table 1.

3.1 Application as a DAG

Each IoT application with dependent functions is modeled as
a DAG. Let us use ðF ; EÞ to represent the DAG, where

Fig. 3. The architecture of surveillance video processing by leveraging
the elastic edge.

TABLE 1
Summary of Key Notations

Notation Description

G , ðN ;LÞ The graph abstracted from the edge network
N The set of edge servers
ni 2 N The ith edge server in G
fcng8n2N Processing power of each edge server n
L The set of virtual links
lij 2 L A virtual link from source ni to target nj in G
fbmax

ij g8l2L Maximum bandwidth of the virtual link lij
Pðni; njÞ The set of simple paths from server ni to nj

ðF ; EÞ The DAG abstracted from an IoT application
ffg8f2F The set of dependent functions
ci; 8fi 2 F The number of floating point operations of fi
eij; 8fi; fj 2 F The data stream from function fi to fj
sij; 8fi; fj 2 F The data stream size from function fi to fj
pðfÞ 2 N The placement of function f 2 F
% 2 Pðni; njÞ A simple path in the set Pðni; njÞ
z% The data stream size route through %
T
�
pðfiÞ

�
The finish time of fi when scheduled onto pðfiÞ

tðeijÞ The time consumed for transferring sij
t
�
pðfiÞ

�
The time consumed for processing fi on pðfiÞ

in The earliest idle time of edge server n
sð�; �Þ The communication start-up cost
b%mn The bandwidth allocated to z% on lmn

1. A configuration file is used to define Kubernetes object. It should
describes the object’s name, functions (Docker container instances) to
call, PersistentVolumeClaims (PVC), and input & output relations of
functions, etc.

2. https://www.ffmpeg.org/
3. A simple path from ni to nj is a path from source ni to target nj

which contains no loop.
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F , ff1; . . . ; fFg is the set of F dependent functions listed in

topological order4. 8fi; fj 2 F ; i 6¼ j, if the output stream of fi is
the input of its downstream function fj, a directed edge eij
exists. E , feijj8fi; fj 2 Fg is the set of all directed edges. For
each function fi 2 F , we write ci for the required number of
floating point operations of it. For each directed link eij 2 E,
the data stream size is denoted as sij (measured inGB).

An entry function is a function which does not have
predecessors. An exit function is a function which does not
have successors. We write F entry for the set of entry func-
tions and F exit � F for the set of exit functions of the DAG.
In this paper, we make no restrictions on the shape of
DAGs. They could be single-entry single-exit, or multi-entry
multi-exit.

3.2 Dependent Function Embedding

The dependent function embedding problem is decom-
posed into two sub-problems, where each function to be dis-
patched to and how each data stream is mapped onto
virtual links.

We write pðfÞ 2 N for the chosen edge server which
f 2 F to be dispatched to. For any function pair ðfi; fjÞ and
the associated edge eij 2 E, the data stream of size sij can be
splitted and route through different paths in P�pðfiÞ; pðfjÞ�.
8% 2 P�pðfiÞ; pðfjÞ�, let us use z% to represent the allocated
non-negative data stream size for path %. Then, 8eij 2 E, we
have the following constraint:

X
%2P

�
pðfiÞ;pðfjÞ

� z% ¼ sij:

Notice that if pðfiÞ ¼ pðfjÞ, i.e., fi and fj are dispatched to
the same edge server, then PðeijÞ ¼ ? and the data transfer-
ring time is zero.

Fig. 4 gives an example for data splitting. The connected
graph has four edge servers and five virtual links. There are
four simple paths between n1 and n4. The two squares rep-
resent the source function fi and the destination function fj.
From the edge server pðfiÞ to the edge server pðfjÞ, eij routes
through three out of four simple paths with data size of 3
GB, 2 GB, and 1 GB, respectively. In this example, sij ¼ 6.
On closer observation, we can find that two data streams
route through l1. Each of them is from path %1 and %2 with 3
GB and 2 GB, respectively.

Theoretically, overhead exists in the splitting and merg-
ing operations of the data stream eij at the source pðfiÞ and
the target pðfjÞ, respectively. However, in our video trans-
coding scenarios, this overhead is negligible compared with
extensive computation of functions or transferring of data
streams in gigabytes.

3.3 Involution Function of Finish Time

Let us use T
�
pðfiÞ

�
to denote the finish time of fi if it is

scheduled to the edge server pðfiÞ. Considering that the
functions of the DAG have dependent relations, for each
function fj 2 FnF entry, T

�
pðfjÞ

�
should involve according to

T
�
pðfjÞ

� ¼max

�
ipðfjÞ;max8i:eij2E

�
T
�
pðfiÞ

�þ tðeijÞ
��

þ t
�
pðfjÞ

�
: (1)

In (1), ipðfjÞ is the earliest idle time of the edge server pðfjÞ. In
our model, the processing of functions is non-preemptive,
thus an edge server is idle iff the functions assigned to it
complete. tðeijÞ is the transferring time of data stream eij
and t

�
pðfjÞ

�
is the processing time of fj on edge server pðfjÞ.

Corresponding to (1), for each entry function fi 2 F entry

T
�
pðfiÞ

� ¼ ipðfjÞ þ t
�
pðfiÞ

�
; (2)

since fi has no predecessors. In the following, we demon-
strate the calculation of tðeijÞ and t

�
pðfjÞ

�
in turn.

tðeijÞ is constitutive of two parts, where the first is the com-
munication start-up cost between the two functions fi and fj.
This cost is mainly decided by the configurations in kube-

proxy in this edge-cloudKubernetes cluster [23]. For example,
if we use Envoy to implement the network proxy and commu-
nication bus for the cluster, data transfer is mainly handled by
Envoy route filters. Before data transfer, Envoy proxy needs to
do somepreparatoryworks. For example, looking for the route
tables to get the actual routing paths.We simply use sðfi; fjÞ to
represent the communication start-up cost. The second is the
actual communication cost between pðfiÞ and pðfjÞ, which is
actually decided by the slowest data transferring time of z%
among all % 2 P�pðfiÞ; pðfjÞ�. Considering that the edge net-
work serves for thousands of services and applications, we
assume that for each data stream z%, during its transferring, the
bandwidth allocated to it on each virtual link lmn 2 % is fixed as
b%mn, and b%mn � bmax

mn holds. To sumup, tðeijÞ is defined as

tðeijÞ , sðfi; fjÞ þmax
%2P

�
pðfiÞ;pðfjÞ

� X
lmn2%

z%
b%mn

: (3)

Note that the above formulation ignores the data splitting
and merging costs as we have mentioned earlier. In real-
world scenarios, the real-time bandwidth for transferring
some data stream at some point is unknowable because
the network status is always in dynamic changes. Even
so, our assumption on the fixed bandwidth allocation is
reasonable since it can be guaranteed by the QoS level
defined in the generic network slice template (GST) [24].
Besides, our model does not require that each function
pair of the DAG enjoys the same bandwidth on each vir-
tual link.
8fj 2 F , t

�
pðfjÞ

�
is decided by the processing power of

the chosen edge server pðfjÞ. Since the processing of

Fig. 4. An example of data stream splitting.

4. A topological order of a DAG is a linear ordering of all the vertices
such that for every directed edge ðfi; fjÞ in this DAG, fi comes before fj
in this ordering.
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functions is non-preemptive, each function is executed with
full power. Hence, t

�
pðfjÞ

�
is defined as

t
�
pðfjÞ

�
,

cj
cpðfjÞ

: (4)

3.4 Problem Formulation

After all functions are scheduled, the makespan will be the
finish time of the slowest exit function (i.e., the function
without successors). Our target is to minimize the make-
span of the DAG by finding the optimal pp , fpðfÞg8f2F and
the optimal zz , fz%j8% 2 P

�
pðfiÞ; pðfjÞ

�geij2E . Thus, the
dependent function embedding problem is formulated as

P : minpp;zzmaxf2F exit
T
�
pðfÞ�

s:t:
X

%2P
�
pðfiÞ;pðfjÞ

�z% ¼ sij; 8eij 2 E; (5)

zz � 00: (6)

4 ALGORITHM DESIGN

In this section, we first give the optimal substructure hidden
in P. Then, we propose the DPE algorithm and provide the-
oretical analysis on its optimality and complexity. In the
end, we give a method to obtain simple paths for the given
edge network based on DFS. To simplify the notations, in
the following, we replace P�pðfiÞ; pðfjÞ� and s

�
pðfiÞ; pðfjÞ

�
by Pij and sij, respectively.

4.1 Finding Optimal Substructure

In consideration of the dependency relationship between
the fore-and-aft functions, the optimal placement of func-
tions and optimal mapping of data streams cannot be
obtained at the same time. Nevertheless, we can solve it
optimally step-by-step based on its optimal substructure.

Let us use T
?
�
pðfÞ� to denote the earliest finish time of

function f when it is placed on edge server pðfÞ. Based on
(1), 8fj 2 FnF entry, we have

T
? �
pðfjÞ

� ¼ max

�
max8i:eij2E

�
minpðfiÞ;fz%g8%2Pij

�
T

? �
pðfiÞ

�þ tðeijÞ
�	

; ipðfjÞ

�

þt�pðfjÞ: (7Þ
Besides, for all the entry functions fi 2 F entry, T

?
�
pðfiÞ

�
is

calculated by (2) immediately.
With (7), for each function pair ðfi; fjÞ where eij exists,

we can define the sub-problem Psub

Psub : minpðfiÞ;fz%g8%2PijFij ,
�
T

? �
pðfiÞ

�þ tðeijÞ
�

s:t:
X

%2Pij
z% ¼ sij; (8)

z% � 0; 8% 2 Pij: (9)

Note that (8) and (9) are from a subset of constraints (5) and
(6), respectively. In Psub, we need to decide where fi is
placed and how eij is mapped. By solving Psub, we can
obtain the earliest finish time T

?
�
pðfjÞ

�
by (7). In this way, P

is solved optimally by calculating the earliest finish time of
each function in topological order.

4.2 Optimal Data Splitting

To solve Psub optimally, we first fix the position of fi, i.e.,
pðfiÞ, then concentrate on the optimal mapping of eij.

To minimize tðeijÞ, let us define a diagonal matrix A as
follows:

A , diag


 X
lmn2%1

1

b
%1
mn

;
X

lmn2%2

1

b
%2
mn

; . . . ;
X

lmn2%jPij j

1

b
%jPij j
mn

�
:

Obviously, all the diagonal elements of A are positive real
numbers. The variables that need to be determined can be
written as zzij , ½z%1 ; z%2 ; . . . ; z%jPij j �

> 2 RjPijj. Thus, Psub is con-
verted into

Pnorm : minzzijkAzzijk1

s:t:
11>zzij ¼ sij;

zzij � 00:

(
(10)

We drop T
?
�
pðfiÞ

�
and sij readily since constant does not

change the optimal solution zz
?

ij. Pnorm is an infinity norm
minimization problem. By introducing slack variables t 2 R

and yy 2 RjPijj, Pnorm can be transformed into the following
slack form

P0slack : min
zz0
ij , ½zz>ij ;yy>�

>
t

s:t:

P
%2Pij z% ¼ sij;

Azzij þ yy ¼ t � 11;
zz0ij � 00:

8><
>:

P0slack is feasible and its optimal objective value is finite. As a
result, simplex method and interior point method can be
applied to obtain the optimal solution efficiently.

However, these standard methods might be unaccept-
able when the scale of G increases since simplex method has
exponential complexity and interior point method is at least
Oðjzz0ijj3:5Þ in the worst case [25]. Luckily, we can directly
obtain the analytical expression of the optimal zz

?

ij. The result
is introduced in the following theorem.

Theorem 1. The optimal objective value of Pnorm is

min
zzij
kAzzijk1 ¼

sijPjPijj
k¼1 1=Ak;k

; (11)

iff

Au;uzz
ðuÞ
ij ¼ Av;vzz

ðvÞ
ij ; 1 � u 6¼ v � jPijj; (12)

where zz
ðuÞ
ij is the uth component of vector zzij and Au;u is the

uth diagonal element of A.

Proof. For Pnorm, we have

kAzzijk1 , max
k

n
jAk;kzz

ðkÞ
ij j

o
¼ lim

x!1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXjPijj
k¼1

�
Ak;kzz

ðkÞ
ij

�xx

vuut ;

because 8k;Ak;k > 0; zz
ðkÞ
ij � 0. According to the AM–GM

inequality, the following inequality always holds:
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PjPijj
k¼1

�
Ak;kzz

ðkÞ
ij

�x

jPijj �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYjPijj
k¼1

�
Ak;kzz

ðkÞ
ij

�xjPijj

vuut ; (13)

iff (12) is satisfied. It yields that 8x > 0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjPijj
k¼1

�
Ak;kzz

ðkÞ
ij

�x

jPijj
x

vuut �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYjPijj
k¼1

Ak;kzz
ðkÞ
ij

jPijj

vuut : (14)

Multiply both sides of (14) by
ffiffi½p
x�jPijj, we have

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXjPijj
k¼1

�
Ak;kzz

ðkÞ
ij

�xx

vuut �
ffiffiffiffiffiffiffiffiffi
jPijjx

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYjPijj
k¼1

Ak;kzz
ðkÞ
ij

jPijj

vuut : (15)

By taking the limit of (15), we have

kAzzijk1 � lim
x!1

ffiffiffiffiffiffiffiffiffi
jPijjx

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYjPijj
k¼1

Ak;kzz
ðkÞ
ij

jPijj

vuut : (16)

Combining with (10) and (12), the right side of (16) is
actually a constant. In other words

min
zzij
kAzzijk1 ¼ lim

x!1

ffiffiffiffiffiffiffiffiffi
jPijjx

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYjPijj
k¼1

Ak;kzz
ðkÞ
ij

½jPij j�

vuut

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYjPijj
k¼1

Ak;kzz
ðkÞ
ij

½jPij j�

vuut ⊳with (10)

¼ sijPjPijj
k¼1 1=Ak;k

:

The result shows that (11) and (12) are the optimal objec-
tive value and corresponding optimal condition of Pnorm,
respectively. tu
Base on (12), we can infer that the optimal variable

zz
?

ij > 0 holds, which means that 8% 2 Pij, z
?

% 6¼ 0. To sum
up, the way to obtain the optimal data splitting and map-
ping is summarized into Algorithm 1 (OSM) as follows.

Algorithm 1. Optimal StreamMapping (OSM)

Input: G, the function pair ðfi; fjÞ, and pðfjÞ
Output: The optimalF

?

ij, p
? ðfiÞ, and zz

?

ij

1 for eachm 2 N do in parallel
2 pðfiÞ  m
3 / * Obtain themth optimalFij by (11)* /

4 F
ðmÞ
ij  sijP

k
1=A

ðmÞ
k;k

þ T
?
�
pðfiÞ

�
5 end for
6 p

? ðfiÞ  argminm2NFF
ðmÞ
ij

7 Calculate zz
?

ij by (10) and (12) with A ¼ Aðp
? ðfiÞÞ

From line 1 to line 5, we can find that OSM solves Pnorm by
solving jN j times of Psub in parallel, each with a different
pðfiÞ. The procedure can be executed in parallel because inter-
coupling is nonexistent. In line 4, the objective of Psub is
obtained with the analytical solution (11) directly. The most
time-consuming operation lies in line 4 and line 6 since they

have at least one traversal over edge servers and simple paths,
respectively.OSM is inO

�
maxfjN j; jPijjg

�
-complexity.

4.3 Dynamic Programming-Based Embedding

Combing OSM with dynamic programming, we have the
algorithm DPE (Dynamic Programming-based Embedding).

In DPE, the loop starts from non-entry functions with a
topological order. For each non-entry function fj 2 Nn
N entry, DPE first fixes its placement pðfjÞ as some edge
server n in line 3. Then, from line 4 to line 12, DPE solves the
sub-problem P

ðiÞ
sub by calling OSM for the function pairs

ðfi; fjÞ; eij 2 E in turn. If p
? ðfiÞ has been decided beforehand

(under the case where a function is a predecessor of multi-
ple functions), DPE will skip fi and go to process the next
predecessor fi0 (line 5 	 line 7). At the end, DPE updates the
finish time of fj based on the solution of fPðiÞsubg8eij2E in line
13. Note that the finish time of each entry function fi should
be calculated with (2) before solving P

ðiÞ
sub. When all the fin-

ish time of functions have been calculated, the global mini-
mal makespan of the DAG can be obtained by

max
f2F exit

argmin
p?

T
? �
p
? ðfÞ�:

The optimal embedding of each function can be retrieved
from zz

?
and pp

?
.

Algorithm 2. DP-Based Embedding (DPE)

Input: G and ðF ; EÞ
Output: Optimal value and corresponding solution

1 for j ¼ jF entryj þ 1 to jF j do
2 for each n 2 N do
3 pðfjÞ  n // Fix the placement of fj
4 for each fi 2 ffijeij existsg do
5 if p

? ðfiÞ has been decided then
6 continue
7 end if
8 if fi 2 F entry then
9 8pðfiÞ 2 N , update T

?
�
pðfiÞ

�
by (2)

10 end if
11 Obtain the optimalF

?

ij, p
? ðfiÞ, and zz

?

ij by calling OSM

12 end for
13 Update T

?
�
pðfjÞ

�
by (7)

14 end for
15 end for
16 returnmaxf2F exit

argminp
T
?
�
p
ðfÞ�, zz?

, and pp
?

Fig. 5 demonstrates an example on how PDE works. The
top left portion of the figure is a DAG randomly sampled
from the Alibaba cluster trace, where all the functions are
named in the manner of topological order. 8fi 2 F , ci is set
as 1. The top right is the edge server cluster G. The bottom
demonstrates how the functions are placed and scheduled
by DPE.

In the following, we demonstrate the complexity of DPE.

Theorem 2. In the worst case, the complexity of DPEDPE is

O
�
jN j � jEj �max

jN j;maxni;nj jPijj
��

:

Proof. For each fj 2 FnF entry, the average number of prede-

cessors is jEj
F�jF entryj . Thus, for each placement of fj, OSM is
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called jEj
F�jFentry j times on average. Thus, OSM is called

�
jF j � jF entryj

�
� jN j � jEj

jF j � jF entryj ;

times in theworst case (underwhich a function is not a pre-

decessor ofmore than one function). Due to the complexity

ofOSM isO
�
maxfjN j; jPijjg

�
, the result is immediate. tu

4.4 Recursion-Based Path Finding

In this subsection, we demonstrate how to obtain the simple
paths for each vertex pair in the undirected graph G. All the
simple paths can be calculated, based on the method pro-
posed in the following, and saved into a shareable table for
each edge server. The calculation of simple paths is to be a
once-and-done operation, and it is calculated immediately
after the creation of the Kubernetes cluster. Once the edge
network status changes, for example, an edge server is inac-
cessible or a new edge server is configured into the network,
only the related entries in this table need to be re-calculated.
The modification has much lower complexity.

Before introducing our algorithm for path finding, we
first prove that the simple path finding problem is NP-hard.

Proposition 1. Finding all the simple paths for all the vertex
pairs in the undirected connected graph G is NP-hard.5

Proof. Suppose there exists a polynomial algorithm A
which can obtain all the simple paths between any source
vertex pðfiÞ 2 N and any destination vertex pðfjÞ 2 N .
Because G is a connected graph, P�pðfiÞ; pðfjÞ� is not
empty. Since A lists all the simple paths in P�pðfiÞ; pðfjÞ�,
we can easily design another simple polynomial

algorithm A0, based on the results of A, to judge which
simple path in P�pðfiÞ; pðfjÞ� is the longest path. Since G
is undirected and connected, we can claim that this lon-
gest simple path has to traverse all vertices of G. It means
that we have found a Hamiltonian Path in polynomial
time, which is well known to be NP-hard. As a result, we
can conclude that, unless P ¼ NP, A is very unlikely to
exist. Therefore, finding all the simple paths between any
two vertices of an undirected connected graph is NP-
hard. Based on this, we can easily prove that finding all
the simple paths for all the vertex pairs of a undirected
connected graph is also NP-hard. tu
Let us introduce a new notation, Vðni; nj;MÞ, to repre-

sent the set of simple paths from ni to nj where no path
goes through vertices from the setM N . The set of simple
paths from ni to nj we want, i.e., Pij, is equal to Vðni; nj;?Þ.
8n 2 N , let us use AðnÞ to represent the set of edge servers
adjacent to n. Then, Vðni; nj;MÞ can be calculated by the
following recursion formula:

Vðni; nj;MÞ ¼
n
Jð%; niÞ

��� [
m2SV

�
m;nj;M[ fnig

�o
;

where S , AðniÞ �M[ fnig, and Jð%; niÞ is a function that
joins the node ni to the path % and returns the new joint
path % [ fnig.

Based on the above recursion formula,we introduceAlgo-
rithm 3, RPF (Recursion-based Path Finding). Before calling
RPF, we need to initialize the global variables. Specifically,
Pij stores all the simple paths, which is initialized as ? . V, as
the set of visited vertices, is initialized as ? . %, as the path to
be calculated currently, which is also initialized as ? .

Algorithm 3. Recursion-Based Path Finding (RPF)

Input: ni; nj 2 N
Output: Pij

1 V; %;Pij  ? ;? ;?
2 n ni

3 if n ¼¼ nj then
4 Pij:append

�
Jð%; nÞ� // Store the path Jð%; nÞ

5 else
6 %:pushðnÞ; V:addðnÞ
7 for each n0 2 AðnÞ � V do
8 RPFðni; n

0; njÞ // Recursive call

9 end for
10 %:popðÞ; V:deleteðnÞ
11 end if

Although the calling of RPF is a once-and-done operation,
we still give the complexity of it as follows. Let us use kði; jÞ
to denote the flops required to compute all the simple paths
between ni and nj. If G is fully connected

kð1; jN jÞ ¼
XjN j�1
i¼2

�
k
�
i; jN j�þ 1

�
þ 1

¼ ðjN j � 1Þ þ ðjN j � 2Þ � kð2; jN jÞ:

Further, we use ki to replace kði; jN jÞ by fixing the target
vertices as the jN jth vertex. We can conclude that
8i 2 f1; . . . ; jN j � 1g

Fig. 5. Embedding of a DAG with the DPE algorithm.

5. The proof of this proposition is based on the discussions in the
web page https://stackoverflow.com/questions/9535819/find-all-
paths-between-two-graph-nodes.
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ki ¼
�jN j � i

�þ �jN j � i� 1
� � kiþ1: (17)

Based on the recursion formula (17), we have

k1 ¼ ðjN j � 2Þ! �
XjN j�1
i¼1

jN j � i

ðjN j � i� 1Þ!

¼ ðjN j � 2Þ! �
XjN j�1
i¼1

ðjN j � iÞ2
ðjN j � iÞ!

¼ ðjN j � 2Þ! �
XjN j�1
i¼1

i2

i!
; (18)

which is the maximum flops required to compute all the
simple paths between any two edge servers. To get the
upper bound of k1, in the following, we introduce several
lemmas.

Lemma 1. 8N � 7 and N 2 Nþ, N ! > N3ðN þ 1Þ.
Proof. The proof is based on induction. When N ¼ 7,

N ! ¼ 5040 > N3ðN þ 1Þ ¼ 2744. The lemma holds.
Assume that the lemma holds for N ¼ q, i.e.,
q! > q3ðq þ 1Þ (induction hypothesis). Then, for N ¼ q þ 1,
we have

ðq þ 1Þ! ¼ ðq þ 1Þ � q! > ðq þ 1Þ2q3: (19)

Notice that the function gðqÞ , ð1q þ 2
q2
þ 4

q3
Þ�1 monotoni-

cally increases when q 2 Nþ � f1; 2g. Hence gðqÞ � gð3Þ ¼
27
25 > 1, and

1 <
q3

ðq þ 2Þ2 <
q3

ðq þ 1Þðq þ 2Þ ;

which indicates that

q3 > ðq þ 1Þðq þ 2Þ: (20)

Multiply both sides of (20) by ðq þ 1Þ2, we get

ðq þ 1Þ � q3 � ðq þ 1Þ > ðq þ 1Þ3ðq þ 2Þ;

which means the induction hypothesis is not violated,
and the lemma holds for q þ 1. tu

Lemma 2. 8N � 2 and N 2 Nþ,
PN�1

i¼1
i2

i! < 6� 1
N .

Proof. We can verify that when N 2 ½2; 7� \Nþ, the lemma
holds. In the following we prove the lemma holds for
N > 7 by induction. Assume that the lemma holds for
N ¼ q, i.e.,

Pq�1
i¼1

i2

i! < 6� 1
q (induction hypothesis). Then, for

N ¼ q þ 1, we have

Xq
i¼1

i2

i!
< 6� 1

q
þ q2

q!
: (21)

By applying Lemma 1, we get

Xq
i¼1

i2

i!
< 6� 1

q þ 1
;

which means the lemma holds for q þ 1. tu

Based on the above lemmas, we can obtain the complex-
ity of RPF, as illustrated in the following theorem:

Theorem 3. In the worst case, where G is a fully connected graph
and jN j � 2, the complexity of RPF is O

�ðjN j � 2Þ!�.
Proof. According to Lemma 2

lim
jN j!1

XjN j�1
i¼1

i2

i!
< 6:

Hence limjN j!1 k1 < 6ðjN j � 2Þ! ¼ O
�
ðjN j � 2Þ!

�
. tu

In real-world edge computing scenario for IoT stream
processing, G might not be fully connected. Even though,
the number of edge servers is small. Thus, the real complex-
ity is much lower. Besides, note that the calling of RPF is
actually a once-and-done operation. As a priori to DPE, query
in this shareable table is of linear complexity. This conclu-
sion is immediate by analyzing line 4 of OSM.

4.5 Extending to Multiple DAGs

DPE can be performed for multiple DAGs. To do this, we
only need to concatenate all the DAGs into one augmented
DAG. Specifically, if a DAG has more than one entry func-
tion, we add a dummy head function fh and several
directed edges fehi j 8fi 2 F entryg such that the required
floating point operations of fh is zero and all the shi are
zero. In the same way, if a DAG has more than one exit
function, we add a dummy tail function and corresponding
directed edges. Based on that, we add a directed edge
between the (dummy) tail function of the DAG before and
the (dummy) head function of the DAG after. Take the aug-
mented DAG as the input of DPE, we get the embedding
results.

5 EXPERIMENTAL VALIDATION

In this section, we conduct extensive experiments to evalu-
ate the effectiveness and efficiency of DPE. Based on a real-
world dataset, the Alibaba’s cluster trace [18], we first verify
the performance of DPE against several popular algorithms
on makespan. Then, we analyze the impact of several sys-
tem parameters.

We summarize the key findings of our experiments as
follows, and details can be found in Section 5.2.

� Compared with a well-known heuristic HEFT [19],
and a recent algorithm FixDoc [14], DPE achieves the
smallest makespan over all the 2119 DAGs with
absolute superiority under arbitrary parameters.

� DPE is robust to the system parameters. The advan-
tage of DPE is magnified when the scale of the edge
network increases.

5.1 Experiment Setup

IoT Stream Processing Workloads. The simulation is conducted
based on Alibaba’s cluster trace of data analysis. This data-
set contains more than 3 million jobs (called applications in
this work), and 20365 jobs with unique DAG information.
Considering that there are too many DAGs with only sin-
gle-digit functions, we sampled 2119 DAGs with different
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sizes from the dataset. The distribution of the samples is
visualized in Fig. 6. For each f 2 F , the processing power
required and output data size are extracted from the corre-
sponding job in the dataset and scaled to ½1; 10� � 102 gflops
and ½5; 15� � 102 MB, respectively.

Heterogeneous Edge Servers. In our simulation, the number
of edge servers is 10 in default. Considering that the edge
servers are required to formulate a connected graph, the
impact of the sparsity of the graph is also studied. The proc-
essing power of edge servers and the allocated of band-
width for each data flow are uniformly sampled from
½20; 40� gflops and ½30; 80� � 102 MB/s in default, respectively.

Algorithms Compared. We compare DPE with the follow-
ing algorithms.

� FixDoc [14]: FixDoc is a function placement and DAG
scheduling algorithm with fixed function configura-
tion for the serverless edge computing platform. Fix-
Doc places each function onto homogeneous edge
servers optimally to minimize the DAG completion
time. Actually, [14] also proposes an improved ver-
sion, GenDoc, with function configuration opti-
mized, too. However, for IoT applications such as
video transcoding, on-demand function configura-
tion is not necessary since the tools such as ffmpeg
can be installed and configured beforehand easily.
Thus, we only compare DPE with FixDoc.

� Heterogeneous Earliest-Finish-Time (HEFT) [19]: HEFT
is a classic heuristic to schedule a set of dependent
tasks onto heterogeneous workers with communica-
tion time taken into account. Starting with the highest
priority, tasks are assigned to different workers to
heuristically minimize the overall completion time.
HEFT is an algorithm that stands the test of time.

5.2 Experimental Results

All the experiments are implemented in Python 3.7 on
macOS Catalina equipped with 3.1 GHz Quad-Core Intel
Core i7 and 16 GB RAM. In the following, the unit of the left
y-axis is 100 seconds.

5.2.1 Theoretical Performance Verification

Fig. 7 illustrates the overall performance of the three algo-
rithms. For different data batches, DPE can reduce 43:19% and
40:71% of the completion time on average over FixDoc and
HEFT on 2119 DAGs. The advantage of DPE is more obvious
when the scale of DAG is large because the parallelism is fully

guaranteed. Fig. 8 shows the accumulative distribution of
2119 DAGs’ completion time. DPE is superior to HEFT and
FixDoc on 100% of the DAGs. In Fig. 8, themaximum comple-
tion time of a DAG achieved by DPE is 124 seconds. By con-
trast, only less than 94% of DAGs’ completion times achieved
byHEFT and FixDoc are smaller than this value.

Figs. 7 and 8 verify the superiority of proactive streammap-
ping and data splitting. By spreading data streams overmulti-
ple virtual links, data transferring time is greatly reduced.
Besides, the optimal substructure makes sure DPE can find
the optimal placement of each function simultaneously.

5.2.2 Scalability Analysis

Figs. 9 and 10 show the impact of the scale of the heteroge-
neous edge G. In Fig. 9, we can find that the average comple-
tion time achieved by all algorithms decreases as the edge
server increases. The result is obvious because more idle
servers available, more functions can be executed in parallel
without delay. For all data batches, DPE achieves the best
result. It is interesting to find that the gap between other
algorithms and DPE gets widened when the scale of G
increases. This is because the available simple paths become
more and the data transmission time is reduced even fur-
ther. Fig. 9 also shows the run time of different algorithms
at the right y-axis. The results show that DPE has the mini-
mum running time overhead.

Fig. 10 shows the impact of sparsity of G. The horizontal
axis is the overall number of simple paths G. As it increases, G
becomes more denser. Because DPE can reduce transmission

Fig. 7. Average completion time achieved by different algorithms.

Fig. 8. The accumulative distributions of the completion time achieved by
three algorithms, respectively.

Fig. 6. Data distribution sampled from the cluster trace.

2354 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 33, NO. 10, OCTOBER 2022

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on March 14,2022 at 10:47:33 UTC from IEEE Xplore.  Restrictions apply. 



time with optimal data splitting and mapping, average com-
pletion time achieved by it decreases pretty evident. By con-
trast, FixDoc andHEFT have no obvious change.

5.2.3 Sensitivity Analysis

Figs. 11 and 12 demonstrate the impact of system parameters,
cn and bl. Notice that 8n 2 N ; l 2 L, cn and bl are sampled
from the interval ½clower;cupper� and ½blower; bupper� uniformly,
respectively. When the processing power and throughput
increase, the computation and transmission time achieved by
all algorithms are reduced. The results are immediate because
a larger processing power directly reduce the computation
time of functions while a larger throughput reduces the data
transferring time directly. Even so, DPE achieves the smallest
average completion time, which verifies the robustness of DPE
adequately.

6 RELATED WORKS

In this section,we review relatedworks on function placement
andDAG scheduling in serverless edge computation systems.

Studying the optimal function placement is not new. Since
cloud computing paradigm became popular, it has been
extensively studied in the literature [26], [27], [28]. When
bringing function placement into the paradigm of edge com-
puting, especially for the IoT stream processing, different con-
straints, such as the response time requirement of latency-
critical applications, availability of function instances on the
heterogeneous edge servers, and the wireless and wired net-
work throughput, etc., should be taken into consideration

[29], [30], [31]. In edge computing, the optimal function place-
ment strategy can be used to maximize the network utility
[32], minimize the inter-node traffic [33], [34], [35], minimize
the makespan of the applications [14], [15], [16], or even mini-
mize the budget of application service providers [36].

In edge computing, the application is either modeled as an
individual black-box or a DAG with complicated composite
patterns. Considering that the IoT stream processing applica-
tions at the edge usually have dependent correlations between
the fore-and-aft functions, dependent function placement
problem has a strong correlation with DAG dispatching and
scheduling. Scheduling algorithms for edge computation tasks
have been extensively studied in recent years [19], [37], [38],
[39]. In edge computing, the joint optimization of DAG sched-
uling and function placement is usually NP-hard. As a result,
manyworks can only achieve a near optimal solution based on
heuristic or greedy policy. For example, Gedeon et al. proposed
a heuristic-based solution for function placement across a
three-tier edge-fog-cloud heterogeneous infrastructure [40].
Cat et al. proposed a greedy algorithm for function placement
by estimating the response time of paths in a DAGwith queue
theory [41]. Although FixDoc [14] can achieve the global opti-
mal function placement, the completion time can be reduced
further by optimizing the streammapping.

7 CONCLUSION

In this paper, we study the optimal dependent function
embedding problem at the serverless edge. We first point out

Fig. 11. Average completion time under different processing powers of
servers.

Fig. 12. Average completion time under different throughputs of links.
Fig. 10. Average completion time under different sparsities of G.

Fig. 9. Average completion time of DAGs and the computer’s run time
achieved by each algorithm under different numbers of edge servers.
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that proactive streammapping anddata splitting could have a
strong impact on the makespan of DAGs with several use
cases. Based on these observations, we design the DPE algo-
rithm, which is theoretically verified to achieve the global
optimality for an arbitrary DAG when the topological order
of functions is given.DPE obtains the optimal streammapping
for each function pair with dependent relations. Extensive
simulations based on the Alibaba cluster trace dataset verify
that our algorithms can reduce the makespan significantly
compared with a state-of-the-art function placement and
scheduling methods, FixDoc, and a widely accepted algo-
rithm, HEFT. The algorithms proposed in this paper is an off-
line algorithm. We leave the extension to online scenarios to
our futurework.
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