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Abstract—The dramatically increasing of mobile applications make it convenient for users to complete complex tasks on their mobile

devices. However, the latency brought by unstable wireless networks and the computation failures caused by constrained resources

limit the development of mobile computing. A popular approach to solve this problem is to establish a mobile service provisioning

system based on a mobile edge computing (MEC) paradigm. In the MEC paradigm, plenty of machines are placed at the edge of the

network so that the performance of applications can be optimized by using the involved microservice instances deployed on them. In

this paper, we explore the deployment problem of microserivce-based applications in the MEC environment and propose an approach

to help to optimize the cost of application deployment with the constraints of resources and the requirement of performance. We

conduct a series of experiments to evaluate the performance of our approach. The result shows that our approach can improve the

average response time of mobile services.

Index Terms—Mobile service, distributed system, mobile edge computing, service deployment

Ç

1 INTRODUCTION

WE are now embracing an era of mobile computing
where about 5.18 million mobile services are serving

Chinese mobile users alone.1 As a result, mobile devices
and mobile services play more and more important roles
and remolded the communication between people and
machines. However, the instability of channels and lim-
ited resources of mobile devices prevent users from
experiencing high efficiency and seamless interactions
with applications. For example, the low computational
capability and energy storage [1], [2], [3] of mobile devi-
ces restrict the popularization of novel services such as
Augmented Reality (AR)/Virtual Reality (VR)/Artificial
Intelligence (AI), and the packet losses cause external
waiting time for urgent messages. Mobile Edge Comput-
ing (MEC) technology is proposed to solve some relevant
problems for the aforementioned services [4]. MEC is a
novel paradigm that emerges recently as a reinforcement
of mobile cloud computing, to optimize the mobile

resource usage and wireless network to provide context-
aware services [5].

In the MEC paradigm, users can easily connect to the
nearby edge servers via wireless network [6] and offload
their computation tasks to them. The short-distance con-
nection between users and edge servers can dramatically
reduce the latency, and the computation capability of the
edge servers are quite qualified to finish those conventional
tasks. Additionally, the edge servers do not act alone in
many cases–with the help of cluster management techni-
ques, edge servers may coordinate with each other. For
example, one edge server can dispatch users’ requests to
other servers that can handle them. Besides this, the services
will also not work alone to fulfill simple tasks–with the
help of microservice architecture [7], [8], [9], more complex
applications will be easily developed using services in some
specific orders. It’s a trend that more and more influential
IT companies or application vendors start to develop com-
plex applications with microservice techniques (e.g., Kuber-
netes, Apache Mesos, etc.) nowadays. With this technique,
though the developers should be more cautious about the
external complexities in application development, the com-
munication controlling and failure recovering, the advan-
tage of decomposing applications into several logically
related but functionally individual microservices will bring
a high degree of flexibility and reuse and makes it much
easier for updating. What’s more, it will be much easier to
scale out for better performance. And with the help of Con-
tainer-based techniques, these microservice-based applica-
tions can be easily deployed on edge servers.

However, the deployment scheme must be carefully con-
sidered, because these servers may have various computa-
tion or data storage capacities [10], [11], while the mobile
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users may have different application preferences—if micro-
services are deployed on servers with low-level hardware
or deployed on the edge servers whose connected users
rarely use them, the performance of the system will not sat-
isfy both users and vendors. More critically, there would be
no doubt that the application vendors can rent lots of edge
servers and deploy many instances of microservices to pro-
vide better user experience, but the cost of renting edge
servers then becomes a major challenge. According to the
report of RightScale,2 a company that specializes in cloud
delivery, 26 percent of enterprises with more than 1,000
employees are spending more than 6 million dollars a year
on public cloud, but 35 percent of their cloud spendings is
wasted—the users may always overrate the resource con-
sumption. On the contrary, the vendors always have clear
demand about their applications: they want the applications
to keep some key performance indicators (KPIs) [12], e.g.,
average response time. In this way, we need to work out
how to find an appropriate deployment scheme of a micro-
service-based application with low cost while its actual
KPIs are ensured in the service provisioning system based
on the MEC paradigm.

In this paper, we mainly focus on the deployment prob-
lem of the microservice-based applications with the con-
straints of application average response time and server
resources. The main contributions of this paper are:

1 We highlight the advantages of using MEC architec-
ture to improve the performance of applications.

2 We consider the cooperation of edge servers and the
core server in MEC service provisioning systems
based on the MEC paradigm, and model the applica-
tion with a composition of microservices. Based on
this, we translate the application deployment prob-
lem to the problem of deploying heterogeneous
microservice instances.

3 We consider the constraints of resource limitations of
edge servers, the business logic of applications as
well as the average response time of applications,
and then propose an approach to generate appropri-
ate deployment schemes with minimum cost under
the on-demand billing model.

4 We conduct a series of experiments to evaluate the
performance of the generated deployment schemes
and show the improvement compared with other
existing baselines.

The rest of this paper is organized as follows. In Section 2
we describe the motivation and scenario of the application
deployment problem with an example of a virtual applica-
tion called Clairvoyance. In Section 3 we present how the
entities of an MEC service provisioning system work when
the microservice-based application is deployed on the sys-
tem, and give the definition of our problem. In Section 4 we
introduce how we formulate this deployment problem to an
optimization problem. In Section 5 we describe the details
of the approach we proposed to solve this problem. In Sec-
tion 6 we show the experimental results and analysis about
the factors that may affect the results. In Section 7 we
highlight related work of edge computing and the

corresponding approaches. In Section 8, we conclude our
contribution and outline future work.

2 MOTIVATION AND SCENARIO

In this section, we will outline the scenario and motivation
of our problem with an example. The concept of ”Smart
City” integrates information and communication technol-
ogy (ICT), and Internet of things (IoT) to optimize the effi-
ciency of city operations [13], [14], [15], [16]. It allows city
officials to interact directly with both community and city
infrastructure and to monitor what is happening in the
city and how the city is evolving. In smart city projects, one
of the most popular topics is smart policing. By deploying
webcams, velometers, decibelmeters in the city, illegal
behaviors like speeding and unpermitted road work can be
easily detected. By equipping the policemen with portable
alcometers and ID card readers, lawbreakers will get pun-
ished in time. Under this background, assume that an IT
company SoftPoliz, which devotes itself to help to simplify
policing affairs with information technology, has developed
an application called Clairvoyance. This application aims at
providing fast authentication service for policemen so that
they can verify criminal suspects effectively. Clairvoyance is
made up of 3 related microservices SC ¼ fFaceRecognizer,
IllegalQuery, AutoAlarmg. Besides packing and unpacking
the data according to the communication protocol, these 3
microservices have their own function. FaceRecognizer is
an image processing service that receives a face image and
recognizes the owner, IllegalQuery is data access service
which receives ID card number and queries the criminal
database with it, AutoAlarm is an alarm service which
receives the illegal or criminal records of someone, evalu-
ates the danger level of him (a drug abuser may be not as
dangerous as a murder with weapons), and give recommen-
dations about what to do (e.g., wait for reinforcement or
arrest on the spot) to policemen according to some laws and
cases. By invoking the service in the service chain SC in
order, the task will be easily finished. Therefore, the police-
men can patrol the city with portable ID card readers and
check whether a man is a criminal suspect by taking his
photos using the application Clairvoyance.

It will be convenient for developers of SoftPoliz to deploy
the related microservices on a cloud and to invoke them
with RESTful APIs [17]. However, better performance is
required in this situation, because there are too many people
in overcrowded places like railway stations or airports. It is
not acceptable to wait minutes for results. A good way to
improve the performance is to turn to the MEC architecture.
In MEC architectures, the servers in proximity work cooper-
atively as a platform that integrates the computation and
storage capacities of them. With plenty of microservice
instances deployed on the distributed nearby edge servers,
the latency will be dramatically reduced. According to the
experiment in [18], it shows that as much as 72 percent of
the communication cost will be saved by taking advantage
of MEC architecture in some cases. Fig. 1 shows how it
works. In this scenario, every edge server has its own serv-
ing area and resource limitation, users in different serving
areas will connect to the nearest edge server to invoke the
application. The users are not evenly distributed: from2. https://www.rightscale.com/lp/state-of-the-cloud
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Fig. 1 we can find that the Railway Station and other
crowded places included in the serving area of edge server
s1 while s3 will only serve residential areas. Therefore, more
policemen will be assigned to the serving area of s1, and
Clairvoyancewill be invoked more frequently in the serving
area of s1 than s3. Intuitively, it will be better to deploy
more microservice instances on s1. However, it is not
acceptable for SoftPoliz to rent all the resources of edge serv-
ers for microservice instances—the cost will be too high to
afford. There must be a trade-off between performance and
expense: Fig. 2 gives an example of the deployment scheme
of application Clairvoyance. In this case, there are 3 edge
servers and a cloud server (core server). Users invoke the
application from different areas, and the related microservi-
ces on different servers will be invoked in order to generate
the final results. Table 1 shows the configurations of servers
in this situation, in which s0 means the cloud server. The
bandwidths (mbps) between the cloud server and edge
servers are smaller because of the long-distance communi-
cation. And because the core server is a cluster of machines
that can easily scale-out, it can have a very large resource
capacity. Table 2 shows the parameters of related microser-
vices. When a microservice is deployed on a machine, it will
consume some computational and storage resources. There
are many types of computational resources like memory
and CPU, and we take memory as an example in this case.
These microservices may not be homogeneous on different
servers, because the operating system and hardware can be
different and some special optimization technologies can be
adopted on these machines. Therefore, we can find from

Table 2 that microservice FaceRecognizer will use 10 MB
memory and 50 MB disk space, and can process 20 requests
per second when it is deployed on edge server s1. Because
the microservices are invoked in order, the output of the
previous microservice will be the input of the next microser-
vice. In many cases, resources are charged by the amount of
consumption. In this situation, we assume that the price of
memory is $10/MB and the price of the disk is $25/GB. In
addition, we assume that in this time period, the request
rates from devices of these three areas can be modeled with
Poisson flows [19] whose parameters (request arrival rate)
are 20 requests per second, 30 requests per second and 50
requests per second. Then there will be many feasible
deployment schemes for the application Clairvoyance. For
example, the deployment scheme V1 = [[2,0,2,6];[4,0,1,1];
[3,3,0,1]] which means deploying 2 instances of
FaceRecognizer on s0, 0 instance of FaceRecognizer on s1, 2
instances of FaceRecognizer on s2 and 6 instances of
FaceRecognizer on s3 etc.. When we use the scheme V1, the
expectation of response time for the application will be
9.56s, and the cost will be $3872.5. However, if some investi-
gations tell that it is acceptable to wait for less than 12s, a
better deployment scheme V2 = [[2,0,2,3];[4,0,1,1];[3,2,0,1]]
would be worth considering because the expectation of
application response time is 11.15s and the cost can be
$3310.0. Thus, we can find out that it is important to select
the deployment scheme carefully.

3 SYSTEM MODEL

3.1 Servers and Network

In a typical MEC service provisioning system based on the
MEC paradigm, there will be a core server s0 which acts like
the typical cloud platform and n edge servers s1, s2, . . ., sn
distributed in different areas. These servers are available for
application developers. Considered as a major form of
MEC, mobile base stations (BSs) endowed with cloud-like
computing and storage capability are the most common
devices that play the role of edge servers [20]. Every edge
server sj has its own serving area and Uj is the set of mobile
users in this serving area. The average transmission rate
between sj and users in Uj is vju. These edge servers can
cooperate with each other to form a local mobile edge com-
puting platform (sometimes it is named with “Fog
Platform”) to make full use of their resources. The average
bandwidth between the jth edge server and the kth server
is Bj;k. Especially, because the edge servers can communi-
cate with s0, the average bandwidth between the core server
and the jth edge server is denoted with B0;j (In general, as
the edge servers in a local MEC platform may communicate
with each other in a single-hop, B0;j will always be smaller

Fig. 1. Smart policing using wearable equipments.

Fig. 2. Using microservice-based applications.

TABLE 1
Configurations of Servers

Server Bandwidth Computation
capacity

Storage
capacity

Wireless
rates0 s1 s2 s3

s0 +1 5 2 4 +1 +1 0.6
s1 4 +1 20 25 200 400 4
s2 6 20 +1 40 200 200 2
s3 2 10 20 +1 100 600 4
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than Bk;j, k > 0). The edge server sj can provide at most Lj
c

computation resource and Lj
d storage resource for deploy-

ing microservice instances.

3.2 Microservice-Based Application

A microservice msi is an abstract concept that describes
what task it can complete with specific parameters, it has
its own responsibility and scope and can be launched as
instances based on container techniques. Receiving a
request for msi whose average data size is Din

i as input, an
instance of msi on sj can process the request with process-
ing capacity mi;j and output the result whose average data
size is Dout

i while it consumes ci;j computation resource
and di;j storage resource on sj. Here we use the M/M/c
queue model to describe and evaluate the running of those
microservice instances [21], [22], [23], it means there are
Vi;j workers serving the requests as a queue node Qi;j if
there are Vi;j instances of microservice msi deployed on
server sj. We use this model because that the sojourn time
of M/M/c system is less than that of c parallel M/M/1
system. This is easy to prove – if there are k jobs in system,
then the M/M/c queue will process with rate = min{k, c}m
while the c paralleling M/M/1 system will process with
rate = jm where j � min{k, c} is the number of active
queues. By fulfilling the tasks described by microservices
in a service chain SC = (ms1, ms2 ; . . . ; msm), the function
declared by a microservice-based application is imple-
mented. Though sometimes there will be data access oper-
ations in the application which may break the chain
structure as shown in Fig. 3, we can also use the following
transformation to create a equivalent service chain: In
Fig. 4, we can find that microservice ms2 will access its
data (data2). ms2 first sends query q2 to tell which part of
data it wants, and receives the querying results d2. The
structure (a) can be transformed to (b) by adding two vir-
tual microservices ms2s and ms2e—the input of ms2s is
Dout

1 and the output of ms2s is q2, the input of ms2e is d1
and the output of ms2e is Dout

2 . The data microservice then
becomes the successor of ms2s and the predecessor of ms2e
in the service chain. Here the resource consumption of

ms2s is the same as ms2, but ms2e will not consume any
resources. What’s more, ms2s and ms2e will share the same
deployment scheme as ms2. In this way, we only focus on
the chain structure, which means that the input of the
application is the input of ms1 and the output of msm is
the required output for the application. Besides these,
msiþ1 will use the output of msi as input.

3.3 Request Life Cycle

Denote the probability that server sj dispatch requests
about msi to sk with Prij;k, which describes the routing pol-
icy, we can overview the life cycle of a request in Fig. 5:
For u in Uj, when he/she tries to use application described
by SC, his/her device will first produce a request with
input in1 about it and send the request to sj. According to
the probabilities Pr1j;�, this request is sent to server sk1 to
fulfill the task declared in ms1. The instances of ms1 on sk1
finish this task and get the output out1, then produce a
new request whose input in2 = out1 and send it to server
sk2 according to the probabilities Pr2k1;�. Step by step, the
instances of msm on skm finally get the output outm, which
is the result of the application. The final result will be sent
back to sj and then to u via sj.

As requests produced by Uj will be dynamic in one day,
here we follow the works in [20], [24] etc. to divide time into
discrete time periods (or time slots) in which the requests of
Uj in time period tp can be modeled with a Poisson flow
whose average request arrival rate is �

tp
j (some techniques

like [25] may be used to help to predict). In every time
period, the deployment scheme can be updated. The length
of a time period is not fixed, but it won’t be long so that the
system won’t update frequently. Therefore, the deployment
problem over time is divided into a series of service deploy-
ment subproblems over time periods. In the rest of this
paper, we will omit the superscript tp of �

tp
j (namely, we

will use �j) and focus on the service deployment scheme in
one time period.

3.4 Billing Model

Different companies have their own billing models. For
example, there are two types of billing models for Amazon

TABLE 2
Resource Consumption and Running Parameters of Microservices

Microservice Computation resource Storage resource Processing capacity Input size Output size
s0 s1 s2 s3 s0 s1 s2 s3 s0 s1 s2 s3

FaceRecognizer 10 10 20 10 50 40 50 50 40 20 30 20 10 1
IllegalQuery 30 30 40 30 30 30 10 30 50 30 40 30 1 5
AutoAlarm 10 10 20 10 60 50 60 60 60 40 50 40 5 2

Fig. 3. An example of application deployment. Fig. 4. An example of equivalent structure transformation.
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Elastic Container Service:3 the Fargate launch type model
and the EC2 launch type model. With the Fargate model,
you pay for the amount of vCPU and memory resources
that your containerized application requests and you pay
for AWS resources you create to store and run your applica-
tion in the EC2 model. In this work, we mainly consider the
on-demand billing in evaluating the cost of the deployment
scheme—it means that the more resource is used, the more
you have to pay. Without loss of generation, here we
assume that the cost is proportional to the used resource,
and the unit cost of computation resource and storage
resource are represented by a and b respectively.

3.5 Problem Definition

With the introduction of related concepts, nowwe can give the
definition of the Optimal Instance Deployment Problem (OIDP)
clearly: Given the core server and edge servers S ¼ fs0; s1;
. . . ; sng, an application A whose service chain is SC = fms1;
ms2; . . . ;msmg, and users’ average request rate forA on differ-
ent edge servers represented with �� = ð�1; �2; . . . ; �nÞT in a
time period, find the deployment schemeVV = fVi;jgm;n

i¼1;j¼0 with
minimum cost so that the application can serve the users with
an average response time nomore than T �.

4 PROBLEM FORMULATION

In this section, we will clarify the objective and constraints
of the problem and formulate them in a brief way.

4.1 Objective of Deployment Problem

In this work, we mainly consider the computation cost and
storage cost of microservices. According to the explanation
of billing model in Section 3, the cost of resource consump-
tion can be represented as

CðVÞ ¼ a
Xm
i¼0

Xn
j¼0

ci;jVi;j þ b
Xm
i¼0

Xn
j¼0

di;jVi;j: (1)

If we denote gi;j , aci;j þ bdi;j as the cost of instances of
different microservices. By vectorize gi;j and Vi;j with the

order of service chain, we can get two column vectors gg =
(g1;0 ; . . . ; g1;n ; . . . ; gm;0 ; . . . ; gm;nÞœ and V = (V1;0 ; . . . ; V1;n

; . . . ; Vm;0 ; . . . ; Vm;nÞœ whose dimension u is m � ðnþ 1Þ.
Then the cost CðVÞ can be represented as

CðVÞ ¼ ggœVV: (2)

4.2 Constraint of Application Response Time

Here we denote f = ðfs;f1;f2; . . . ;fm;feÞ as the request
path to describe a request’s life cycle, it shows the order of
hosts to handle this request. Denote Pf the probability of
request path f, and Tf is the total time for requests that go
through path f. The average application response time can
be represented as

E½T � ¼
Xn
fs¼1

Xn
f1¼0

� � �
Xn
fm¼0|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

m

Xn
fe¼1

PffTff: (3)

In this way, we will investigate Pf and Tf respectively to
calculate E½T �.

4.2.1 Probability of Request Path

With the definition of Prti;j, we can represent Pf as

Pf ¼ PrfsPr
s
fs;f1

Ym�1

t¼1

Prtft;ftþ1

 !
Prefm;fe

: (4)

Here Prfs means the probability that the nearby edge
server is sfs . Because the requests will always go back to the
caller and his nearby edge server, Prefmfe

will not effect the
value of Pf. Thus, we have

Pf ¼ PrfsPr
s
fs;f1

Ym�1

t¼1

Prtft;ftþ1

 !
: (5)

Pf will be different under different service routing polices.
There are many reasonable routing polices because different
developers may consider different factors. For example:

Fig. 5. An overview of the MEC service provisioning system.

3. https://aws.amazon.com/ecs/pricing/?nc1=h_ls
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Round-Robin. Under this policy, the instances of a micro-
service on different servers will have the same probability
to receive requests—if ms1 has 1 instance on s1 and has 2
instances on s2, the probability that request of ms1 goes to
s2 is twice as much as that to s1.

Weighted Routing. Under this policy, the processing capa-
bility is considered as another factors that can help schedul-
ing requests, the probability a instance of microservices
receives is proportional to processing capability—if ms1 has
1 instance on s1 whose processing capability is 200 request/
sec and has 2 instances on s2 whose processing capability is
100 request/sec, the probability that request of ms1 goes to
s2 is the same as that to s1, because 1 � 200 = 2 � 100.

In this work, we will take the round-robin policy as
example to explain how we will formulate the deployment
problem, so that developers can easily follow the process
with their own routing policies.

It is obvious that Prfs is dependent on the distribution of
application requests, therefore we have

Prfs ¼
�fsPn
i¼1 �i

; (6)

because the requests will be dispatched to instances accord-
ing to the amount in round-robin policy, we have

Prsfs;f1 ¼
V1;f1Pn
k¼0 V1;k

; Prtft;ftþ1
¼ Vtþ1;ftþ1Pn

k¼0 Vtþ1;k
: (7)

4.2.2 Response Time of Request Path

For each Tff, it includes the access time, routing time, queue
time and backhaul time

Tff ¼ Taccess þ Trouting þ Tqueue þ Tbackhaul: (8)

Where the four parts can be computed as follows:
a) Access Time. The access time has two parts, the trans-

mission time between mobile devices to their nearby edge
server sfs and the transmission time from sfs to server sf1
which caches the instances of ms1. Therefore, the access
time is

Taccess ¼ Din
1

v
fs
u

þ Din
1

Bfsf1

: (9)

b) Routing Time. When any instance has finished its work,
the result will be routed to the next microservice instance.
Therefore, the routing time can be represented as

Trouting ¼
Xm�1

i¼1

Dout
i

Bfifiþ1

: (10)

c) Queue Time. The queue time includes the execution time
and waiting time. Given the processing capacity mi;fi

, the
execution time Te

i;fi
can be represented as

Te
i;fi

¼ 1

mi;fi

: (11)

At the same time, we use Tw
i;fi

to denote the expectation of
waiting time in the queue of msi’s instance on server sfi .
According to the queuing theory, Tw

i;fi
can be represented as

Tw
i;fi

¼ 1=mi;fi
Vi;fi ð1�ri;fi Þ½1þð1�ri;fi Þ�i;fi �

; (12)

where �i;fi , Vi;fi !

ðVi;firi;fi Þ
Vi;fi

PVi;fi�1

k¼0

ðVi;firi;fi Þk
k! is used here to

simplify the expression.

Note that there is a parameter ri;j involved in the expression
of Tw

i;fi
. It means the serving utilization of queuing node Qi;j.

And according to the queuing theory, ri;j can be represented as

ri;j ¼
�
0
i;j

m
0
i;j

; (13)

here �
0
i;j is the average request arrival rate of for microser-

vice instances msi at node Qi;j, and m
0
i;j = Vi;jmi;j is the proc-

essing rate. ri;j is always less than 1 so that requests will not
be blocked in the queuing node.

Suppose �
0

�
0
iþ1 = ð�0

iþ1;0; �
0
iþ1;1; . . . ; �

0
iþ1;nÞœ is the request

arrival rates for instances on different severs ofmsiþ1. Accord-
ing to Burke’s theorem [19], the request leaving rates for instan-
ces on different severs ofmsi will be equal to �

0
�
0
iþ1. Denote Pr

i

as the routingmatrix for requests generated frommsi

Pri ,

Pri0;0 Pri1;0 � � � Prin;0
Pri0;1 Pri1;1 � � � Prin;1

..

. ..
. . .

. ..
.

Pri0;n Pri1;n � � � Prin;n

266664
377775: (14)

As the microservices are invoked one by one, the requests
will go to the next microservice instances when previous
tasks are fulfilled. Therefore, we can use the following equa-
tion to describe the relation between �

0
�
0
iþ1 and �

0
�
0
i:

�
0

�
0
iþ1 ¼ Pri�

0
�
0
i; (15)

while the elements of �
0

�
0
1 are initialized with

�
0
1;j ¼

Xn
k¼1

Prsk;j�k: (16)

By solving the Equation (15), we can get

�
0
i;j ¼

Vi;jPn
k¼0 Vi;k

Xn
k¼1

�k: (17)

Therefore, the sojourn time in queue is

Tqueue ¼
Xm
i¼1

ðTe
i;fi

þ Tw
i;fi

Þ: (18)

d) Backhaul Time. The backhaul time has two parts as
well—the transmission time between the edge server sfe to
connected mobile devices and the transmission time from
sfm to server sfe (fe = fs). Therefore, the backhaul time is

Tbackhaul ¼ Dout
m

v
fe
u

þ Dout
m

Bfmfe

: (19)

4.2.3 Application Response Time Estimation

As the response time of a request path is divided into four
parts, and because E½X þ Y � = E½X� + E½Y �, the expectation
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of application response time E½T � can be represented by the
sum of E½Taccess�, E½Tbackhaul�, E½Trouting� and E½Tqueue�. With
the former equations, we can get these time costs separately,
and substitute Eqs. ((5), (6), (7), (9), (10), (18), (19)) into
Eq. (3), the expectation of application response time can be
represented as follows (with the help of auxiliary variables
shown in Appendix B, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TMC.2020.2970698)

E½T � ¼ k ��œv	u þ ��œHVV

eeœ1VV

� �
þ
Xm�1

i¼1

VVœWiVV

VVœJJiVV
þ
Xm
i¼1

hh
œ
iVV

eeœiVV
:

(20)

As a consequence, when rewrite E½T � with E½T ðVVÞ� for the
decision variable VV, the constraint of application response
time can be represented as

E½T ðVVÞ� � T �: (21)

4.3 Constraint of Resource Consumption

Though edge servers are powerful machines with larger
storage and faster computation units, they have limitations
on their resources. Besides this, there are still many other
application to be deployed, it is not possible to give all the
resource to an specific application. Here we use LcLc = ðL0

c , L
1
c

; . . . ; Ln
c Þœ and LdLd = ðL0

d, L
1
d ; . . . ; Ln

dÞœ to represent the com-
putation resource quota and storage resource quota for
application A. By denoting CR the constraint matrix of
resources, and L the concatenation of LcLc and LdLd,

CR ,

c1;0 . . . 0 . . . . . . cm;0 . . . 0

..

. . .
. ..

.
. . . . . . ..

. . .
. ..

.

0 . . . c1;n . . . . . . 0 . . . cm;n

d1;0 . . . 0 . . . . . . dm;0 . . . 0

..

. . .
. ..

.
. . . . . . ..

. . .
. ..

.

0 . . . d1;n . . . . . . 0 . . . dm;n

2666666664

3777777775
;

then we can describe the constraint of edge resources as

CRV � L: (22)

4.4 Constraint of Business Logic

As the microservices works in order to fulfill complex tasks,
the absence of microservice instance for any microservice in
the service chain SC will not be allowed. Therefore, we have

�CBV � �~1~1: (23)

Here the business logic constraint matrix CB is denoted by

CB ,

1 . . . 1 0 . . . 0 . . . 0 . . . 0
0 . . . 0 1 . . . 1 . . . 0 . . . 0
..
. . .

. ..
. ..

. . .
. ..

.
. . . ..

. . .
. ..

.

0 . . . 0 0 . . . 0 . . . 1 . . . 1

2664
3775;

and~1~1 = ð1; 1; . . . ; 1Þœ.

4.5 Constraint of Queuing System

In queuing system, the parameter r means the serving uti-
lization of the queuing node. As mentioned in Section 4.2.2,

r should be positive and less than 1.0 for a stable queuing
system. Otherwise, the requests will heap up so that the sys-
tem cannot handle them anymore. With Eq. (12), we can
represent the constraint by

�CQV � �L �~1~1; (24)

where the constraint matrix of queue system CQ is denoted
with

CQ ,

minj m1;j . . . minj m1;j . . . 0 . . . 0
0 . . . 0 � � � 0 . . . 0
..
. . .

. ..
. � � � ..

. . .
. ..

.

0 . . . 0 . . . minj mm;j . . . minj mm;j

26664
37775;

and L =
Pk¼1

n �k is the total request arrival rate.

5 APPROACHES

With the objective and constraints shown in Section.6, we
now can easily the formulate the OIDP as the following
optimization problem:

PP 1 : min ggœVV

s:t:
kð��œv	u þ ��œHVV

ee
œ
1
VV
Þ þPm�1

i¼1
VVœWiVV
VVœJJiVV

þPm
i¼1

hh
œ
i
VV

ee
œ
i
VV
� T �

AVV � b;VV 2 Nu

8<: ;

(25)

where A , (CR, - CB, - CQÞœ and b , (L, -~1~1, - L �~1~1Þœ. The
definitions of the auxiliary variables v	u , k, eei, hhi, H, Wi and
Ji are shown in Appendix B, available in the online supple-
mental material.

Therefore, searching the optimal application deploy-
ment scheme is to find the scheme VV� from the feasible
region which has the minimum cost ggœVV�. From the
form of PP 1, we can find that it is a nonlinear integer pro-
gramming problem, which is NP-Complete. Therefore,
we turn to approaches that can help to find some sub-
optimums. At first, we will relax the constraint of N to
R0 (R0 = R - Rþ) so that we can take advantage of the
optimization technology for continuous problems. And
then, the branch and bound technique will be adopted to
find the integer solutions.

However, as the queue time vector hi is derived from
the queueing theory, in which the waiting time Tw

i;j is cal-
culated by summation of sequence (in �i;j). It will be
hard for us to compute the derivatives. Therefore, we
need a continuous and easier form of Tw

i;j, and if it is an
approximation form, we should quantify the gap
between it and the original one. By setting r = ri;fi and
n = Vi;fi for the 3rd Lemma shown in Appendix A,
available in the online supplemental material, we will
have the approximation form of �i;fi

�̂i;fi ¼ e�ð1�ri;fi ÞðVi;fi�1Þri;fi
�Vi;fi ; (26)

and �i;fi � �̂i;fi . Then the upper bound bTw
i;fi

of waiting time
in queue is

bTw
i;fi

¼ 1
mi;fiVi;j

1
1�ri;fi

� 1
1�ri;fiþ�̂�1

i;fi

� �
: (27)
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Similarly, we can also get that

1

1� ri;fi þ��1
i;fi

� 1

1� ri;fi þ �̂�1
i;fi

� Vi;fi : (28)

Therefore, the relation between Tw
i;j and

bTw
i;j will be clear

bTw
i;j � Tw

i;j � 1
mi;jVi;j

�Vi;j ¼ 1
mi;j

: (29)

On the other hand, for all positive vector xx 2 Ru we have

min
q2½1;u�

vq � vœxx

1 � x1 � x � max
q2½1;u�

vq: (30)

Therefore, by carefully choosing a parameter � 2 ½0; 1
mmin

�
(mmin ¼ mini;jmi;j), we can transform the constraint of
E½T ðVVÞ� to the following equivalent one:

E½T̂ ðVVÞ� � � � T �; (31)

where the E½T̂ ðVVÞ� has the same structure as Eq. (20), except
that the queue time vector hi in E½T̂ ðVVÞ� is replaced with

hihi , ð 0; . . . ; 0|fflfflfflffl{zfflfflfflffl}
ði�1Þðnþ1Þ

;
1

mi;0

þ T̂ w
i;0; . . . ;

1

mi;n

þ T̂ w
i;n; 0; . . . ; 0|fflfflfflffl{zfflfflfflffl}

ðm�iÞðnþ1Þ

Þœ:

(32)

Suppose bk is the kth element of vector bb and AAk is the kth
column vector of AA, and denote the constraints with

c0ðVVÞ ¼ �þ T � � E½T̂ ðVVÞ�
ckðVVÞ ¼ bk �AAkVV;

(33)

then we can minimize an l1-penalty function with some suf-
ficiently-large penalty factor n to solve PP 1 [26]

min
VV2Ru

CðVV; nÞ ¼ CðVVÞ þ n
X
k

maxð�ckðVVÞ; 0Þ: (34)

What’s more, by smoothing this penalty function with
some elastic variables ww and regarding the concatenated
vector xxP = (VV, ww) as points in the expanded space, we can
get problem PP 1’s smooth version (PP 2)

PP 2 : min
VV2Ru

CSðVV; ww; nÞ ¼ CðVVÞ þ n
X
k

wk

s:t: ckðVVÞ þ wk 
 0; wk 
 0:

(35)

Thus we can now apply the primal-dual interior point
method [27] to find the suboptimal of PP 2. Namely, we need
to solve a sequence of unconstrained problems (QQt)

QQt : min
ðVV;wwÞ

CBðVV; ww; tt; nÞ; (36)

where the objective CBðVV; ww; tt; nÞ is represented with the
following logarithmic barrier form:

CBðVV; ww; tt; nÞ ¼ CSðVV; ww; nÞ � tt
X
k

log ðwkÞ

� tt
X
k

log ðckðVVÞ þ wkÞ;
(37)

n is the penalty factor that measures the infeasibility of sub-
problem QQt and tt is the barrier factor that manages the con-
straints shown in PP 2. According to the requirement of the
primal-dual interior point method [27], {t} should be a
decreasing sequence where limt!1 = 0, and the minimizer
(VV�

tþ1, ww
�
tþ1) will be generated by solving QQt with QQt’s mini-

mizer (VV�
t , ww�

t ) as initial point. And the minimizer will
finally converge to the minimizer of PP 2 (see in Section 5.1).
It’s worth noting that with the elastic variable ww, the initial
feasible point for the interior point method will be easily got
by setting wk 
maxð�ckðVVÞ; 0Þ for anyVV.

Before solving the problemQQt, we will first denote the pri-
mal-dual function FðxxP ; xxD; t

t; nÞ for it. Suppose the primal
first-order Lagrangemultiplier estimates are denotedwith

yy , ttðCCdiagðVVÞ þWWdiagÞ�1~11

uu , ttðWWdiagÞ�1~11;
(38)

where we use vectors ccðVVÞ to represent the above con-
straints for convenience, CCdiagðVVÞ and WWdiag are matrices
that diagonalized from ccðVVÞ and ww. Then the primal-dual
function for primal vector xxP = (VV, ww) and dual vector xxD =
(yy, uu) can be represented with

FðxxP ; xxD; t
t; nÞ ,

gg � JœðVVÞyy
n� yy� uu

ðCCdiagðVVÞ þWWdiagÞyy� tt

WWdiaguu� tt

2664
3775; (39)

here JðVVÞ is the Jacobian matrix of ccðVVÞ, and the sum of vec-
tor xx and scalar a here means that every elements of xx is
added with a for convenience. Then the Karush-Kuhn-
Tucker (KKT) condition can be represented with

FðxxP ; xxD; t
t; nÞ ¼ 00

ðccðVVÞ þ ww;ww; yy; uuÞ 
 00:
(40)

As limt!1 tt = 0, and the KKT condition for PP 2 can be repre-
sented with FðxxP ; xxD; 0; nÞ, then we can find that if there is a
limit point xx� = (VV�, ww�, yy�, uu�) generated by solving QQt

when t is sufficiently large, it will be a KKT point for PP 2.
And because PP 2 is equivalent to PP 1, it will also be the KKT
point for PP 1.

As with the process introduced in [28], the goal to solve
the problem QQt is to generate appropriate (xxtþ1

P , xxtþ1
D ). Sup-

pose d = (dP , dD) is the direction vector so that (xxtþ1
P ; xxtþ1

D ) =
(xxtþ1

P + dP , xx
tþ1
D + dD), then d can be approximated by

min
dd

ddœFðxxt
P ; xx

t
D; t

t; nÞ þ 1

2
ddœrFðxxt

P ; xx
t
D; t

t; nÞdd: (41)

Thus, the solution of the following linear system

rðxxt
P
;xxt

D
ÞFðxxt

P ; xx
t
D; t

t; nÞdd ¼ �FðxxtP ; xxt
D; t

t; nÞ; (42)

can be used as the direction vector [29].
With the above statements, the framework of the primal-

dual interior point algorithm will be clear: iteratively find
the by approximately solving QQt until tt is small enough
and jjFðxxP ; xxD; t

t; nÞjj less or equal than some tolerance, the
detail of it is shown in Algorithm 1, whose name is
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ID4AReE. It is named after Instance Deployment Approxi-
mation algorithm for Resource constrained Edges.

Algorithm 1. Instance Deployment Approximation
Algorithm for Resource constrained Edges, IDA4ReE

Input:
gg: the cost vector;
ccð�Þ: the constriant functions;
t: the initial barrier factor, t 2 ð0; 1Þ
n: the penalty factor, n > 0

Output:
VV�: the deployment scheme of instances;

1 Initialize VV0 2 Ru

2 Initialize ww0 2 RK
þ so that ccðVV0Þ þ ww0 > 00

3 Initialize dual estimates yy0; uu0 2 RK
þ

4 xxt ¼ ðVVt; wwt; yyt; uutÞ
5 for t = 0, 1, 2, ... do
6 solve linear system (42) to get ddt

7 xxtþ1 ¼ xxt þ ddt

8 if

k gg � JœðVVtÞyytþ1

n� yytþ1 � uutþ1

" #
k � t

3
2

jjðCCdiagðVVtþ1Þ þWtþ1Wtþ1
diagÞyytþ1 � tjj � t

jjWWtþ1
diaguu

tþ1 � tjj � t

ðyytþ1; uutþ1Þ > 00

ðccðVVtþ1Þ þ wwtþ1; wwtþ1Þ > 00

(43)

then
9 ðVVtþ1; wwtþ1; yytþ1; uutþ1Þ = xxtþ1

10 VV� = VVtþ1

11 return VV�

12 else
13 t ¼ t

4
3

However, in Eq. (25), the instance number of microser-
vices should be an integer, we should go back to N to
find our optimal solutions. There are several methods help-
ing us to solve this integer programming problem like
decomposition method [30], cut-and-solve method [31]
and branch-and-bound method [32]. In our work, we will
choose the branch-and-bound method. The branch-and-
bound algorithm enumerates candidate solutions with a
rooted tree. By checking against upper and lower estimated
bounds on the optimal solution, the algorithm traverses the
rooted tree and terminates if it cannot produce a better
solution than the best one. By branching the optimization
problem with the bound of integer constraint in different
steps, we can get the searching algorithm–the instance
deployment algorithm for resource-constrained edges
(ID4ReE), whose process is shown in Algorithm 3. It con-
tains a branch-and-bound function (Algorithm 2) which
finds the bounds and branches the searching space of the
problem with a First-In-First-Out (FIFO) queue. The upper
bound means the current minimum cost for solutions 2 Nu

while the lower bound stands for the minimum cost for sol-
utions 2 Ru

0. A problem will be branched only when the
minimizer is not integer and its corresponding cost is less
than the upper bound (Algorithm 2 - Line 11-19).

5.1 Convergence Analysis

In this section, we will examine the convergence of the algo-
rithms. Specifically, according to the structure of ID4ReE,
we need to analyze both the interior point method and the
branch-and-bound method. With an equivalent smooth
reformulation of the penalty function, we can naturally
adopt the primal-dual interior-point method to solve the
problem. And with the help of [29] and [33], we have:

Algorithm 2. Branch and Bound, BnB

Input:
VVy: the currently best solution;
lb, ub: the lower and upper bound of BnB;
ccð�Þ: the constraint functions;
gg: the cost vector;
n: the penalty factor, n > 0
t: the barrier factor, t 2 ð0; 1Þ

Output:
VV�: the deployment scheme of instances;

1 Q = Queue()
2 Q.enqueue(cc)
3 while Q is not empty do
4 cco = Q.dequeue()
5 VVo = IDA4ReEðgg; cco; t; nÞ
6 v = ggTVVo

7 if VVo 2 Nu and v � ub then
8 VVy, ub = VVo, v
9 if VVo =2 Nu then
10 if v � ub then
11 lb =minðlb; vÞ
12 k� ¼ argmaxk2½1;u�;VVo

k
=2 Zgk

13 Ik ¼ bVVo
k� c

14 uuk ¼ ½0; . . . ; 0|fflfflfflffl{zfflfflfflffl}
k��1

; 1; 0; . . . ; 0|fflfflfflffl{zfflfflfflffl}
u�k�

�œ

15 c< ðVVÞ ¼ Ik� uuœ
kVV

16 c> ðVVÞ ¼ uuœ
kVV - Ik - 1

17 cclðVVÞ; ccrðVVÞ ¼ ccðVVÞ
c< ðVVÞ
� �

;
ccðVVÞ
c> ðVVÞ
� �

18 Q.enqueue(ccl)

19 Q.enqueue(ccr)

20 VV� = VVy

21 return VV�

Lemma 1. The stopping conditions are satisfied at xxtþ1 ¼
ðxxt

P ; xx
t
DÞ with tt for sufficiently large t, and

jjFðxxtP ; xxt
D; t

t; nÞjj ¼ oðttÞ: (44)

Proof. The details are described in Theorem 6.2 of [29]. tu
Lemma 2. In Algorithm 1, the complete sequence {xxt} converges

to xx� and sequence {Fðxxt; tt; nÞ} converges to zero, the asymp-
totic convergence rate can be described with

jxxtþ2 � xx�j
jxxtþ1 � xx�j32

¼ M; (45)

whereM is a constant.

Proof. It can be proved with Theorem 6.5 of [29] and
Theorem 3.2 of [33] by setting {gk} with {12}. tu
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Lemma 1 shows the convergence, and by denoting the
error after nth step in Lemma 2 with "n = jxxn � xx�j, we can
iteratively estimate the error with

lg "n þ 2 lg M ¼ 3
2 ðlg "n�1 þ 2 lg MÞ: (46)

Then when the precision of a dp-dight number is required
for IDA4ReE, the iteration number can be described with
Oðlg dpÞ by solving Eq. (46). On the other hand, because the
main process of the ID4ReE is the branch and bound algo-
rithm, it will be extremely hard to determine when the inte-
ger solutions will occur. What’s more, if no bounds are
available in running this algorithm, the method will degen-
erate to an exhaustive search. To avoid this situation, we
heuristically try to solve an integer linear programming
(ILP) problem whose objective is max

Pu
i¼1 Vi and con-

straints are c1�kðVVÞ 
 0. This is because the application is
more likely to have smaller average response time if more
microservice instances are deployed in the system. By
selecting solutions that have c0ðVVÞ 
 0 from this ILP’s solu-
tion set, we can roughly get the initial upper bound. Even
though, the computation complexity may be as large as

OðQm;nþ1
i¼1;j¼0 minðLj

c
ci;j

;
L
j
d

di;j
ÞÞ in the worst case (here minðLj

c
ci;j

;
L
j
d

di;j
Þ

determines the upper bound of Vi;j according to Eq. (22)).

6 EXPERIMENTS AND ANALYSIS

6.1 Preliminary

We have implemented the proposed algorithms in Matlab
2018b and our experiments are conducted on a machine
with Intel Xeon E5-2620 v4@2.10 GHz � 2 CPU and 64 GB
memory on Windows 10 operating system. Due to the lack
of well-adopted platforms and datasets, we generate a data-
set for configurations of services and servers in a synthetic

way for our experiment. Therefore, several edge service
provisioning systems are created with the system configura-
tion settings shown in Table 3. Though in many cases (e.g.,
like [24], [34] .etc) simulations are conducted on the single
computer to check the results, here we try to use a multi-
machine environment to make the results more convincing.
Meanwhile, as we also want to investigate the factors that
may affect the results by keeping other factors fixed, we
finally turn to a powerful simulation tool whose name is
CloudSim [35]. It can model the edge environments and
measure the impact of resources, and many existing edge
computing simulation platforms are built on it [36].

6.2 Baselines

Generally, researchers prefer to adopt some heuristic algo-
rithms to solve the constrained nonlinear integer program-
ming problem. Therefore, we choose some of the represe-
ntative approaches as our baselines besides the brute-force
(BF) one.

6.2.1 Genetic Algorithm

Genetic algorithm (GA) is one of the famous methods [34]
which can be used for this purpose. GA simulates the evolu-
tion of populations with operations like selection, crossover,
and mutation. It is designed to favor chromosomes with the
highest fitness values to produce the next populations (solu-
tions). As a result, the quality of solutions for a problem is
gradually improved (population by population) until the
optimal answer is reached.

1) Selection. Suppose the population is initialized with
C = (VV1, VV2, . . ., VVP ). Then in each successive genera-
tion, a portion of the existing population is selected

TABLE 3
Configurations of Edge Service Provision Systems
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to breed a new generation. Individual solutions are
selected through a fitness-based process, where fitter
solutions are typically more likely to be selected. The
fitness function measures the solution quality. In our
approach, it can be defined by

F ðVViÞ ¼ 1

CðVVi; nÞ (48)

where n is a large positive number. In this way, the
kth solution will be selected with probability Pk =

F ðVVkÞPP

i¼1
F ðVViÞ

to produce new generation.

2) Crossover and Mutation. To produce a new solution
with crossover operation, a pair of ”parent” chromo-
somes are selected with probability reflected in Pk.
A new solution is created by exchanging parts of the
selected parents with each other. On the other hand,
the selected ”parents” may choose not to crossover,
then the new ”offspring” are identical to themselves.
The mutation operation changes some points of a
solution, it gives the algorithm the ability to avoid
premature convergence. At last, several solutions
with good fitness will stay unchanged as elites in the
next generation to keep the convergence. This pro-
cess finally stops when converged after 5 consecutive
iterations, it results in solutions with appropriate fit-
ness values.

Algorithm 3. Instance Deployment Algorithm for
Resource Constrained Edges, ID4ReE

Input:
ccð�Þ: the constraint functions;
gg: the cost vector;
n: the penalty factor, n > 0
t: the barrier factor, t 2 ð0; 1Þ

Output:
VV�: the deployment scheme of instances;

1 VVy; lb; ub ¼ ½1�œu ;1;1
2 solve the following ILP , and get the solution set L:
3

max ½1; 1; . . . ; 1|fflfflfflfflfflffl{zfflfflfflfflfflffl}
u

�T �VV

s:t: ckðVVÞ >¼ 0ðk ¼ 1; . . . ;KÞ;VV 2 Zu

(47)

for VV 2 L do
4 if c0ðVVÞ 
 0 and ggœVV < ub then
5 VVy; lb; ub ¼ VV; ggœVV; ggœVV

6 return BnBðVVy; lb; ub; g; n; tÞ

6.2.2 Teaching-Learning-Based Optimization Algorithm

The teaching-learning-based optimization (TLBO) algo-
rithm was first proposed by Rao and Kalyankar [37]. TLBO
is a population-based method that uses a population of sol-
utions to proceed to the global solution. In TLBO, this popu-
lation is named with “Class”, in which “Teacher” is the
optimal solution and “Learners” are the feasible solutions.
When the ith feasible solution is denoted with VVi, the class

C can be represented with C = (VV1, VV2, . . ., VVP ). TLBO con-
sists of two parts: “Teacher Phase” and “Student Phase”.

1) Teacher Phase. The “Teacher Phase” means learning
from the teacher. Every learner in the class will learn
from the teacher through the difference between the
teacher and the mean value of the learners

mean ¼
PP

i¼1 VV
i

P

diff ¼ ri � ðVVteacher � TFi �meanÞ
VVi

new ¼ VVi
old þ diff;

(49)

here ri = rand(0,1) is the learning step-length for VVi,
and TFi = round(1 + rand(0,1)) is the teaching factor
for VVi. With the fitness function F ðVViÞ in Eq. (48) as
grade for VVi, all learners will update themselves
with VVi

new when F ðVVi
newÞ > F ðVVi

oldÞ.
2) Student Phase. The “Student Phase” means learning

through interactions between learners. A learner
learns something new if another learner has more
knowledge, it can keep the population diverse. For
each learner VVi in the class, it will randomly choose
a classmate VVj (i 6¼ j) to see if it can learn something

VVi
new ¼ VVi

old þ riðVVi �VVjÞ; F ðVVjÞ > F ðVViÞ
VVi

old þ riðVVj �VViÞ; F ðVVjÞ < F ðVViÞ

(
:

(50)

6.2.3 Simulated Annealing Algorithm

Taking advantage of the idea from the annealing technique
in metallurgy, the Simulated Annealing (SA) algorithm sim-
ulates the cooling steps for materials. It is a probabilistic
technique for approximating the global optimum of a given
function [38]. Suppose the current solution after the ith step
is VVi while the temperature is T i. Then the energy of VVi can
be estimated with Ei = F ðVViÞ, where F is the fitness func-
tion shown in Eq. (48). To generate a new possible solution
in step i + 1, SA will randomly select a solution VVi

n from the
neighborhood of VVi in the searching space. Suppose Ei

n is
the energy of solution VVi

n. Then we can compare Ei
n and Ei

to produce the solution VViþ1

VViþ1 ¼ VVi
n; E

i
n > Ei or P ðEi; Ei

n; T
iÞ > ri

VVi; otherwise

(
: (51)

Here ri = rand(0,1) is the acceptance threshold, and the
acceptance probability P ðEi; Ei

n; T
iÞ can be calculated with

P ðEi; Ei
n; T

iÞ = e
�Ei�Ei

n
kTi . After that, SA will conduct cooling

operation T iþ1 = C � T i to adjust the temperature (C is the
cooling factor). With this policy, the algorithm will finally

find some solutions with high energies.

6.3 Performance Comparison And Data Analysis

Based on the different configurations shown in Table 3, we
construct 50 edge service provisioning systems for each of the
configurations. For example,with configuration #1,wewill con-
struct a service provisioning systemwith 5 edge servers and the
application to be deployed is made up of 2 microservices.
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Besides these, we set the running parameters with
mi;j � Uð20; 50Þ qps, ci;j � Uð100; 200Þ MB, di;j � Uð2; 5Þ GB,
Lj
c � Uð512; 2048Þ GB, Ld

j � Uð32; 128Þ GB, Bi;j � Uð80; 100Þ
MB/s, D

in=out
i � Uð1; 5Þ MB, vju � Uð1; 3Þ MB/s, and the price

of computation/storage resource is set with a = 10$/MB and b

= 25$/GB. Then we apply different approaches on these sys-
tems to find the appropriate deployment schemes. By evaluat-
ing the average cost, which is the objective of our problem for
those systems with different configurations, we can explore
how these factors will effect the performance of edge service
provision system.

In Fig. 6, we illustrate the average costs of deployment
schemes generated by different approaches on 50 edge ser-
vice provisioning systems with a grouped bar chart. For
each group of bars, they show the deployment costs for sys-
tems with some specific configurations. Namely, the costs
of deployment schemes generated by GA, ID4ReE, SA and
TLBO with the ith configuration set in Table 3. In summary,
our approach performs better than other baselines, which
means that it will cost less to deploy application microservi-
ces with our approach.

To go a step further, we then apply the deployment
schemes generated by these approaches on those provisioning
systems to explore the response time of requests. Therefore,
we simulate 10,000 requests for every edge service provi-
sioning system, and show the distributions of application

response time for these requests for the 4 approaches with a
heat-map. In the heat-map Fig. 7, the colored blocks stand for
the distributions of the application response times. We can
find that the application response times derived by ID4ReE is
more concentrated, and most of application response times
are less than 1.64s.

Besides the comparison between approaches, we will dis-
cuss what are the factors that may impact the results and
how they will impact the results in the following parts.

6.3.1 Impact of Microservices

The number of microservices or the length of the service chain
determines the complexity of an application. From Fig. 8 and
the comparison of system #01, #02 and #03, we can find that
the cost of the generated deployment scheme increases when
the application becomes complex. Because more instances of
the new microservices will be deployed to fulfill new tasks.
Besides this, we can find that the cost increases when compu-
tation resource consumption or storage resource consumption
of microservices becomes larger. This result is very clear
because the cost is the linear weighting sum of the costs of
computation resource consumption and storage resource con-
sumption. At the same time, the cost increment caused by
computation resource consumption is larger than that of stor-
age resource consumption because of its larger unit price.

Microservice instances with larger processing capacity
handle the requests more efficiently, which means the

Fig. 6. The costs of deployment schemes generated by different approaches.

Fig. 7. The distribution of application response time. Fig. 8. Scheme costs for different microservice number.
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execution time can be reduced dramatically. Therefore,
given the requirement of response time we will need fewer
instances to fulfill the tasks of the application, as shown in
Fig. 6 that the cost of #02 is less than that of #06. Besides
these, the comparison of #12 and #13 points out that when
the input and output size of microservices becomes smaller,
the cost will also be less than before.

6.3.2 Impact of Pricing Policy

The pricing policy here means the price of different resources,
it is determined by the infrastructure providers in general.
Similar with the situation of microservice resource consump-
tion, because the cost is proportional to the unit prices of com-
putation resource and storage resource, we can find that a
higher unit price of resources will cause the increasing of cost
by comparing the results of #02 and #15, #16.

6.3.3 Impact of Servers

The edge server number, available resources and communi-
cation bandwidth determines the potential of the edge ser-
vice provisioning system altogether if we regard the system
as a distributed machine. The number of edge server deter-
mines the complexity of system topology. It provides more
possibilities for deployment schemes. For example, if a new
edge server es0 which has the same parameters with es� was
added to the system, the instances deployed on es� origi-
nally can be moved to es0 partially without any loss while
the risk resistance capacity can even increase. Not only com-
paring the results of #4, #5 and #6 in Fig. 6, we can go a step
further with the result shown in Fig. 9. In this figure, we can
find that the costs of these schemes decrease at first and
then keep almost the same with the increasing of server
numbers. This is caused by the changing of total available
edge resources. Because there is no enough resource for the
edge servers, microservice instances have to be deployed on
the core server to offset the response time loss for the low
transmission rate between edge servers and core server.
Then, when the total available resource is enough so that
most of the instances can be deployed on the edge servers,
the generated deployment schemes will be similar.

The bandwidth is another important factor that can
impact the deployment scheme. In reality, the transmission
time is always a major part of response time. Therefore, we
keep the configuration of a system fixed, and adjust the
average bandwidth between servers and finally get Fig. 10

(to illustrate both the computation resource consumption
and storage resource consumption, here we multiply the
storage resource consumption with 50 in the figure). We can
find that, by increasing the bandwidth between servers, the
resource consumption and instance number both decrease.
And these will directly decrease the cost of schemes. Besides
the data transmission between servers, the data transmis-
sion between mobile devices and edge servers are also an
important factor that can impact the results. By comparing
the results of #2 and #14, it can be found that costs increase
8.32 percent when the transmission rate between the user
and edge server becomes lower.

Besides the former relations, there is another interesting
point that the microservice instances show a trend of aggre-
gation in the deployment in the experiment. The aggrega-
tion here means that microservice instances would like to
be deployed on the same server. For example, the list [2, 0,
2, 0] has a larger aggregation degree than the list [1, 1, 1, 1].
Naturally, here we use the variance to quantify the aggrega-
tion degree of instance number on server, and the results
are shown in Fig. 11. In this figure we census the instance
numbers on servers for different microservices in 50 edge
service provision systems (the system configuration is #2),
and illustrate the results with a scatter plot. In this figure,
we can find that the variance becomes larger with the
increasing of instances on the edge server, which means the
aggregation degree becomes larger. This phenomenon can

Fig. 9. Scheme costs for different server number.

Fig. 10. The resource consumption and instance number under different
bandwidth.

Fig. 11. The aggregation degree of microservice instances.
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be explained with the queuing theory, because that the
sojourn time of M/M/c system is less than c parallel M/M/
1 systems.

6.3.4 Impact of Response Requirement

The requirement of response time reflects the developers’
expectations for their application. In many cases, the applica-
tion providers need a trade-off between performance and
cost, so they should be more careful about the balance so that
they can savemoney aswell as keep the quality of experience.
In Fig. 12, we draw the curve for deployment schemes with
different application response time requirements to show this
relation (to illustrate both the computation resource consump-
tion and storage resource consumption, here we multiply the
storage resource consumption with 5 in the figure). We can
find that there is an obvious trend that the cost increaseswhen
we want to have a lower response time. By drawing figures
for different systems, the application developers will get a
general idea of the cost they have to pay for given response
requirements. This will help the developers balance the cost
and performance.

6.3.5 Impact of Queue Time Approximation

As we use the approximation form E½T̂ ðVVÞ� instead of
E½T ðVVÞ� to simplify the problem in this work, some extra
loss in accuracy maybe introduced for it. Though the gap
between E½T̂ ðVVÞ� and E½T ðVVÞ� can be estimated with
Eqs. (29) and (31), we also need to check how it will affect
the results with experiments. Therefore, we choose � =
[ 1
5mmin

, 2
5mmin

, 3
5mmin

, 4
5mmin

, 1
mmin

] and Eq. (31) to find service

deployment scheme individually, and compare them with
response time constraint Eq. (21) and � = 0. The comparison
result is shown in Fig. 13. In this figure, we can find that:
compared with the original form, the deployment scheme
generated with the approximation form can get more or less
cost with different choice of �. This is easy to understand
because the real gap �r may locate in [0; �) or [�; 1

mmin
]: a

smaller guess for �r may result in a smaller response time
requirement, and the corresponding deployment scheme
will result in a smaller average response time but a higher
cost; a larger guess for �r may result in a larger response
time requirement, and the corresponding deployment
scheme will result in a larger average response time but a
lower cost.

6.3.6 A Guide for Service Deployment

To go a step further, we can investigate the relationship
between the instance number of microservice and the states
of different edge servers to explore the best practice of
deploying. In this way, the first thing to do is to represent
the state of an edge server. As the edge server will provide
resources, process requests and communicate with different
devices, we can describe its state from these perspectives.
From the perspective of resource provision, every edge
server can provide computation and storage resources,
which are represented with Lc and Ld. From the perspective
of communication efficiency, the communication of every
edge server can be classified into machine-to-machine
(M2M) communication and machine-to-device (M2D) com-
munication. The efficiency of M2M can be defined with

eM2M ¼ 1

n

X
s
0 2ES;s0 6¼s

1

Bs;s
0
: (52)

And the efficiency of M2D can be defined with

eM2D ¼
1
vsu

; s 2 ES
1
n

Pn
s¼1

1
vsu
þ 1

n

P
s
0 2ES

1
B
s;s

0 ; s 2 CS

(
; (53)

these two definitions measure the transmission efficiency
for 1 MB data to users and servers. From the perspective of
request processing, the efficiency can be described by the
average processing capacity m̂j =

Vi;jmi;jPm

i¼1
Vi;j

and active request

to an edge server, which can be quantified with �j. There-

fore, we can represent the state of an edge server with these

6 indicators.
In general, Pearson correlation coefficient can be used to

describe the relation between two sequenceX and Y .

rpðX;Y Þ ¼
Pn

i¼1 ðXi � �XÞðYi � �Y ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðXi � �XÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðYi � �Y Þ2

q : (54)

Therefore, by using Pearson correlation coefficient to calcu-
late the correlation between the instance number and these
indicators, we can get the radar plot shown in Fig. 14.

In this figure, we can find that the deployed instance num-
ber of an edge server is related to the processing capacity and
the requests generated from the devices in its serving area.
This will be reasonable because deploying instances on these
edge servers will result in a reduction in execution and

Fig. 12. The costs with different response requirement.
Fig. 13. The costs with different �.
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transmission. Compared with the storage resource, the com-
putation resource will affect more on the deployment
schemes. This is true according to our settings, because the
computation resource will be the bottleneck in most cases.
Therefore, a heuristic guide for the developers is to putmicro-
service instances on the servers whose processing capacity is
better andwhose users in the serving area aremore active.

7 RELATED WORK

With an increasing number of mobile devices connecting to
the cloud, the demand for high-quality service provision
becomes urgent. It drives more and more researchers to pay
attention to issues of the MEC model that affects the effec-
tiveness of service provision. In this section, we review the
research related to our study, i.e., the research about MEC
framework and service deployment.

7.1 MEC Framework

With the help of a MEC model, researchers and developers
reconstruct their system components to achieve their different
goals. Since the MEC model focuses on mobile end devices,
energy consumption reduction and performance optimiza-
tion become the main research topics to perform computation
in an economical and efficient way. For example, Li et al. [39]
consider the energy consumption ofmobile devices; they ana-
lyze overheads of mobile devices and propose an overhead-
optimizing multi-device task scheduling strategy for ad-hoc-
basedMEC systems. Stefania et al. [40] consider a Multi-Input
and Multi-Output (MIMO) multi-cell system where multiple
mobile users ask for computation offloading to servers; they
formulate the offloading problem as the joint optimization of
the radio resources and the computational resources to satisfy
the latency constraints. Yu et al. [41] consider incorporation
with dense cellular networks; they propose an online algo-
rithm based on Lyapunov optimization to determine offload-
ing and edge server sleeping policy and increase performance
while keeping low energy consumption. Yi et al. [42] propose
LAVEA, a system built for edge computing, which offloads
computation tasks between clients and edge nodes, collabo-
rates nearby edge nodes, to provide low-latency video analyt-
ics at places closer to the users.

7.2 Microservice Deployment

The nature of microservice deployment problems is an
assignment problem. By considering different types of

constraints in reality, researchers have done lots of work on it.
Fan et al. [6] consider the applicationworkloads among cloud-
let and propose an application-aware workload allocation
scheme for edge to minimize the response time of application
requests by assigning requests to appropriate destination
cloudlets. And they also consider the workload balance prob-
lem [43], they propose a workload balancing scheme to mini-
mize the latency of data flows by associating devices to
suitable edge servers. Huang et al. [44] present a load-aware
service deployment approach for dynamic workloads and a
service request scheduling method based on task ranking
mechanisms to improve the execution performance of com-
posite cloud services in dynamic cloud environments. Moens
et al. [45] present and evaluate a formal model for resource
allocation of virtualized network functions within NFV envi-
ronments. Wu et al. [46] have proposed an elastic framework
to automatically and dynamically deploy cloud services on
data center, base stations, client units, even peer devices, so
that all available resources around mobile users are made use
of to provide seamless service. Li et al. [47] study the joint
problem of service function chain deploying and path selec-
tion for bandwidth saving and virtual network functions
reuse, model it as a multi-objective problem and propose a
heuristic approach to solve it. Wu et al. [46] propose an elastic
framework that can automatically and dynamically deploy
cloud services on data center, base stations, client units, even
peer devices based on their context-aware model so that the
cost can be optimized. V€ogler et al. [10] present a framework
for the dynamic generation of optimized deployment topolo-
gies for IoT cloud applications that are tailored to the cur-
rently available physical infrastructure so that the application
components on edge devices can provide service flexibly.

These researches shed light on the fundamental concepts
involved in the cache problem in MEC models. Based on
their work, we can go a step further to explore how to
deploy microservice instances on the mobile edge servers
for the microservice-based applications with both perfor-
mance and cost requirements.

8 CONCLUSION AND FUTURE WORK

This paper introduces the mobile edge computing model
and highlights the scenario of deploying the microservice-
based application on the edge service provisioning system.
Based on them, we model the microservice instances on
servers as the queuing node and propose an approach to
find optimal deployment schemes with lower cost while
meeting the demand of application average response time.
In addition, we explore the factors that may affect the
results and give some guidance to developers in deploying
microservice-based applications.

As the approach can generate deployment schemes for
applications when the location-aware request arrival rate ��
is given in a time period, the application developers can
dynamically update the deployment schemes when the
request arrival rate can be predicted accurately. It means
that we can turn to develop some prediction models in
future work. Besides this, the routing policy can also act as
a decision variable. If we can determine the routing policy
as well as the deployment scheme, there also may be an
improvement in saving the cost.

Fig. 14. The correlations between instance number and 6 dimensions for
microservices.
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