A novel nonlinear causal inference approach using vector-based belief rule base
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Abstract
When using the belief rule base (BRB) methodology to deal with the nonlinear causal inference problems, combinatorial explosion often occurs due to over-numbered antecedent attributes, resulting in poor performance. Therefore, this paper proposes a novel nonlinear causal inference approach based on vector-based BRB. In the modeling process of BRB, the original attributes are ranked by contribution rate and transformed into attribute vectors. Meanwhile, combined with the k-means method, appropriate referential vectors are obtained. Thereby a vector-based BRB can be established. In the inference process of BRB, the idea of full activation of vector-based rules is presented. By calculating the spatial matching degree of the testing sample and the referential vectors, activation weights of the rules which are used in the evidential reasoning algorithm are acquired. Experimental results of a nonlinear function with four-dimensional input and the pipeline leakage detection data show the effectiveness and superiority of the proposed approach.
1 | INTRODUCTION

Belief rule base (BRB) is developed on the traditional If–Then rules. When using the BRB methodology to deal with qualitative and quantitative issues, the uncertainty of information can be maintained because of the introduction of the belief degree. Actually, various approaches can be used to handle the uncertainty of information, such as Dempster–Shafer (DS) evidence theory, fuzzy sets, rough sets, entropy theory, and so on. These approaches have been applied in decision making, reliability analysis, pattern classification, and complex network analysis. The BRB inference methodology using the evidential reasoning approach (RIMER) is an important part of the BRB. It effectively combines the advantages of the DS evidence theory, fuzzy theory, and traditional If–Then rules. Therefore, it has been widely used to establish nonlinear causal inference models in many engineering fields.

The RIMER can be mainly divided into two parts: one is the expression of knowledge and the other is the inference of knowledge. The former is to present knowledge through rules in the BRB and the latter is to integrate the activated rules through the evidential reasoning (ER) algorithm. In practical applications, the number of rules in the BRB has become an important factor affecting its performance. Actually, the number of rules is determined by the number of antecedent attributes and the referential values of each attribute. If there are a large number of antecedent attributes or referential values for the attributes, the number of rules will increase exponentially, which is prone to the combinatorial explosion. For example, if the number of antecedent attributes is 5 and each attribute has four referential values, a complicated and large-scale rule base which contains 1024 (i.e., $4^5$) rules will be generated. As a result, it restricts the performance of the BRB to deal with multi-input problems.

Many studies have been undertaken to tackle the aforementioned challenge. These studies can be categorized into two types.

1. Antecedent attributes/referential values reduction (also called structure learning/parameter learning) approaches for an established BRB model. In these studies, the most representative antecedent attributes/referential values were selected and therefore the original BRB model could be downsized. For example, Chang et al. proposed a BRB structure learning method by using the multiple dimensionality reduction techniques, including gray target, multidimensional scaling, isomap, and principal component analysis (PCA) to reduce the number of rules. Zhou et al. used the statistical utility to determine which rules were needed to be retained, and thus to construct more compact BRB systems. However, such methods relied on the expert knowledge or extra information heavily. To solve this problem, Wang et al. further explored BRB structure learning using techniques from the rough set theory. To improve the performance of attribute selection, Yang et al. constructed an ensemble BRB system with diverse antecedent attributes selection, in which six different methods (i.e., information gain, gain ratio, chi-squared, ReliefF, OneR classifier, and support vector machine) were applied. Li et al. optimized the referential values by the fuzzy subtractive clustering algorithm. Besides, joint approaches integrating BRB structure learning and...
parameter learning were proposed. In such approaches, a comprehensive optimization objective called Akaike Information Criterion (AIC) was introduced. However, in these approaches, the redundant rules were reduced after the rule base had been established. When reducing the antecedent attributes or referential values, part of the historical information was also discarded. Consequently, the accuracy of inference results could not be guaranteed.

2. Disjunctive assumption for BRB modeling. The disjunctive BRB modeling approach was different from the traditional BRB which was constructed on the assumption of conjunctive. The disjunctive BRB required far fewer rules in comparison with a conjunctive BRB in the same belief structure (with the same referential values for the same attribute). Chang et al. presented a new rule activation and weight calculation procedures for the disjunctive BRB and applied it in the classification problems. Yang et al. studied the bridge risk assessment problem with an extended disjunctive BRB. Although the disjunctive BRB could help avoid the combinatorial explosion problem, it was difficult to directly obtain a disjunctive BRB from either historical data or experts’ knowledge.

In short, the above studies have the following limitations. In the first type of approaches, loss of information would occur when reducing the rule number. In the second type of approaches, the interpretability of rules in the disjunctive assumption was needed to be strengthened. Therefore, the problem of “combinatorial explosion” of rules cannot be solved completely. In this paper, a novel vector-based BRB is proposed. It aims to both effectively reduce the scale of the BRB and improve its performance. In the modeling process of BRB, the original attributes are transformed into attribute vectors to reduce the rule number. In the inference process of BRB, the original BRB activation method is extended from one-dimensional to multidimensional vectors to improve the accuracy.

The remainder of this paper is structured as follows: Section 2 introduces the basic knowledge of the BRB inference; Section 3 presents the BRB inference model using attribute vector activation; Section 4 discusses the experimental analysis and performance comparison and Section 5 is the conclusion.

2 | THE BRB FOR INFERENCE

The BRB model is designed on the basis of the belief structure. A rule is used to describe causal relationships as well as uncertainty between antecedent attributes and their associated consequent attribute.

2.1 | Representation of the BRB

In the RIMER, the kth rule Rule_k is represented as

\[
\text{Rule}_k: \text{If } x_1^k \text{ is } A_{1}^{k} \wedge x_2^k \text{ is } A_{2}^{k} \wedge \cdots \wedge x_{T_k}^k \text{ is } A_{T_k}^{k} \text{ Then } \{(D_1, \beta_{1,k}), (D_2, \beta_{2,k}), \ldots, (D_N, \beta_{N,k})\},
\]

where \(x_i (i = 1, 2, \ldots, T_k)\) is the antecedent attribute, \(T_k\) is the number of the antecedent attributes; \(A_i^k\) is the referential value of the ith antecedent attribute in the kth rule; \(A_i = \{A_{ij}\}\).
$j = 1, 2, ..., v_l$, $A_{i,j}$ is the $j$th referential value of the $i$th antecedent attribute $x_i$, $v_i$ is the number of referential values of the $i$th antecedent attribute; $D_n (n = 1, 2, ..., N)$ is the referential value of the consequent attribute, $N$ is the number of referential values of the consequent attribute; $\beta_{n,k}$ is the belief degree of the referential value of consequent attribute in the $k$th rule.

### 2.2 Inference process of the BRB

BRB inference is mainly divided into two parts: calculation of activation weight and outputs fusion based on ER algorithm.

#### 2.2.1 Calculation of activation weight

The activation weight is mainly affected by the antecedent attribute, rule weight, and input data. Therefore, the activation weight of the $k$th rule $\omega_k$ can be calculated as follows:

$$\omega_k = \frac{\theta_k \prod_{i=1}^{T_i} (\alpha_i^k)^{\delta_i}}{\sum_{k=1}^{RN} \left( \theta_k \prod_{i=1}^{T_i} (\alpha_i^k)^{\delta_i} \right)},$$

(2)

$$\bar{\delta}_i = \frac{\delta_i}{\max_{i=1,2,...,T_i} \{\delta_i\}},$$

(3)

where $\delta_i$ is the weight of the $i$th antecedent attribute, $\theta_k (k = 1, 2, ..., RN)$ is the rule weight, $RN$ is the number of rules, and $\alpha_i^k$ is the matching degree of the referential value of the $i$th antecedent attribute in the $k$th rule which can be calculated as follows:

$$\alpha_{i,j}^k = \frac{A_{i,j+1}^k - x_i}{A_{i,j+1}^k - A_{i,j}^k}, \quad A_{i,j}^k \leq x_i \leq A_{i,j+1}^k,$$

(4)

$$\alpha_{i,j+1}^k = \frac{x_i - A_{i,j}^k}{A_{i,j+1}^k - A_{i,j}^k}, \quad A_{i,j}^k \leq x_i \leq A_{i,j+1}^k,$$

(5)

$$\alpha_{t,t}^k = 0, \quad t = 1, ..., v_i, \quad t \neq j, j + 1,$$

(6)

where $v_i$ and $\alpha_{i,j}^k$ are the number of referential values and the matching degree of the $j$th referential value of the $i$th antecedent attribute in the $k$th rule, respectively.

#### 2.2.2 Outputs fusion based on ER algorithm

Suppose the weight of each rule is $\theta_k$, the initial belief degree of corresponding referential level determined by expert knowledge is $\beta_n^k$, then the output of the BRB model $\hat{O}$ can be obtained by the $RN$ rules combined according to the antecedent attributes. The analytical format of the ER algorithm is as follows:

$$\hat{O} = \{(D_n, \hat{\beta}_n), n = 1, 2, ..., N\},$$

(7)
\[
\hat{\beta}_n = \frac{\mu \times \left[ \prod_{k=1}^{RN} \left( \omega_k \beta_n^k + 1 - \omega_k \sum_{n=1}^{N} \beta_n^k \right) \right]}{1 - \mu \times \left[ \prod_{k=1}^{RN} (1 - \omega_k) \right]},
\]

where \( \hat{\beta}_n \) (\( n = 1, 2, ..., N \)) is the belief degree of the output referential value of \( D_n \) after fusion.

Then, the final outcomes can be generated as follows:

\[
y = \sum_{n=1}^{N} (D_n \times \hat{\beta}_n),
\]

3 | ATTRIBUTE VECTOR-BASED BRB INFESSION MODEL

For a set of inputs \( X = (x_1, ..., x_r, ..., x_T) \), where \( T_k \) is the number of attributes of each input, the purpose of BRB modeling is to obtain the antecedent part of the BRB by cross-matching the referential values of each antecedent attribute. Therefore, the dimension of the antecedent attributes and the number of referential values of each attribute will directly affect the scale of the BRB. If the number of attributes \( T_k \) is too large, the scale of the established BRB will increase. Meanwhile, the number of parameters that need to be determined and optimized will also increase. The nonlinear causal inference approach based on vector-based BRB (as shown in Figure 1) proposed in this paper can effectively solve the problem.

The proposed approach mainly includes the following parts: (1) Generation of attribute vectors. Obtaining the importance of the \( T_k \) original attributes by calculating the contribution rate of the principal component, and ranking the attributes according to the results. Then, dividing the ranked \( T_k \) attributes into \( J \) attribute vectors. (2) Calculation of attribute vector referential matrix. Obtaining the referential vectors based on the attribute vectors sample statistics. (3) Full activation of attribute vector-based rules. Calculating the spatial matching degree of the training sample to the referential vectors to get the activation weights of the rules and using the ER algorithm to obtain the final outcomes. (4) Model optimization. Obtaining the optimal parameters by training sample data.

3.1 | Generation of attribute vectors

As a multivariate statistical technology, PCA methodology can realize multidimensional orthogonal linear transformation based on statistical features. It is often used for feature extraction of data and thus has a wide range of applications in the fields of pattern recognition and image processing. The new variables (principal component variables) obtained by the PCA methodology are a linear combination of the original variables. Since the principal components are arranged in the order of contribution rate from largest to smallest, it can retain important features in high-dimensional data, remove noise and unimportant features, and thus achieve the purpose of improving data processing speed. Therefore, in this section, we use the principle of “ranking by contribution rate” of the principal components in PCA to realize the importance
ranking of the original attributes, and obtain $J$ attribute subvectors with different importance according to the ranking results. The specific steps are as follows:

**Step 1.** For an input data sample set $X = (x_1, \ldots, x_r, \ldots, x_{T_k})$, $x_r = [x_r(1), \ldots, x_r(t), \ldots, x_r(T)]^T$, where $r = 1, 2, \ldots, T_k$, $x_r$ is a vector composed of $T$ sampling values of the $r$th attribute variable, while the superscript “$T$” represents the transpose of the matrix. Using the following formula to map the $T_k$ original attributes to the principal component space.

$$
\begin{align*}
F_1 &= w_{11}x_1 + w_{21}x_2 + \cdots + w_{T_k1}x_{T_k}, \\
F_2 &= w_{12}x_1 + w_{22}x_2 + \cdots + w_{T_k2}x_{T_k}, \\
\vdots \\
F_i &= w_{1i}x_1 + w_{2i}x_2 + \cdots + w_{T_ki}x_{T_k}, \\
\vdots \\
F_{T_k} &= w_{1T_k}x_1 + w_{2T_k}x_2 + \cdots + w_{T_kT_k}x_{T_k},
\end{align*}
$$

(11)

For the $i$th principal component $F_i = w_{i1}x_1 + w_{i2}x_2 + \cdots + w_{iT_k}x_{T_k}$, it is a $T$-dimensional vector since $x_r$ is $T$-dimensional; $w_{ri}$ is the weight coefficient of the $r$th attribute for the $i$th principal component. The principal component satisfies the following conditions: first, $F_i$ and $F_r$ are irrelevant ($i \neq r$, $i, r = 1, 2, \ldots, T_k$); second, the variance of $F_i$ is greater than that of $F_r$ ($i < r$), that is, the variance is ranked in descending order. The transformation matrix $W$ formed by weight coefficients is as follows:

$$
W = \begin{bmatrix}
w_{11} & w_{12} & \cdots & w_{1i} & \cdots & w_{1T_k} \\
w_{21} & w_{22} & \cdots & w_{2i} & \cdots & w_{2T_k} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
w_{Ti1} & w_{T_i2} & \cdots & w_{Ti1} & \cdots & w_{TT_k}
\end{bmatrix}.
$$

(12)

The principal component can be generated by $F = [F_1, F_2, \ldots, F_{T_k}] = XW$. 

---

**FIGURE 1** Nonlinear causal inference approach based on vector-based BRB. BRB, belief rule base; ER, evidential reasoning; PCA, principal component analysis; RN, rule number; SLP, sequential linear programming [Color figure can be viewed at wileyonlinelibrary.com]
Step 2. For the input data set $X$, it needs to be centralized:

$$
\bar{x}_r(t) = x_r(t) - \tau(r),
$$

(13)

$$
\tau(r) = \frac{1}{T} \sum_{t=1}^{T} x_r(t),
$$

(14)

where $\tau(r)$ is the mean value of attribute $x_r$.

After the data centralization, a new matrix can be obtained as

$$
\mathbf{\bar{X}} = \begin{bmatrix}
\bar{x}_1(1) & \bar{x}_1(2) & \cdots & \bar{x}_1(T) \\
\bar{x}_2(1) & \bar{x}_2(2) & \cdots & \bar{x}_2(T) \\
\vdots & \vdots & \ddots & \vdots \\
\bar{x}_n(t) & \bar{x}_n(t) & \cdots & \bar{x}_n(t)
\end{bmatrix}.
$$

(15)

Then the correlation coefficient matrix $V$ can be generated by

$$
V = \frac{1}{T-1} \mathbf{\bar{X}}^T \mathbf{\bar{X}}.
$$

(16)

Carrying out eigenvalue decomposition on the matrix $V$, the eigenvector corresponding to each eigenvalue $\lambda_r$ ($r = 1, 2, \ldots, T_k$) can be obtained, and then the contribution rate of the $r$th principal component $F_r$ can be calculated by

$$
\varphi_r = \frac{\lambda_r}{\sum_{r=1}^{T_k} \lambda_r}.
$$

(17)

Step 3. Ranking the $T_k$ original attributes according to contribution rate $\varphi_r$, and resetting the number as $x'_1, x'_2, \ldots, x'_{T_k}$, then dividing the new ranked $T_k$ attributes into $J$ vectors.

$$
\begin{align*}
R_1 &= [x'_1, x'_2, \ldots, x'_h], \\
R_2 &= [x'_{h+1}, x'_{h+2}, \ldots, x'_{2h}], \\
\vdots \\
R_r &= [x'_{(r-1)h+1}, x'_{(r-1)h+2}, \ldots, x'_{rh}], \\
\vdots \\
R_J &= [x'_{(J-1)h+1}, x'_{(J-1)h+2}, \ldots, x'_{T_k}],
\end{align*}
$$

(18)

where $J$ represents the number of obtained attribute vectors, and $h$ represents the number of original attributes contained in each vector.

### 3.2 Calculation of attribute vector referential matrix

The referential values are the most representative points which are usually determined based on experts’ experience. Since the inputs of the BRB become multidimensional vectors, the original referential values which are numerical type will no longer be applicable. Therefore, the
referential vector is introduced. However, determining suitable referential vectors manually is a challenging task. To improve the objectivity and effectiveness of the selected referential vectors, a new solution based on data analysis method is provided. As a mature data analysis method, k-means clustering method is used. For the combined \( J \) attribute vectors in the formula (18), dividing each dimension of sample data in each attribute vector \( x_i = [x_i(1), ..., x_i(j), ..., x_i(T)] \) into \( K_i \) clusters \( \{C_{i,1}, ..., C_{i,K_i}, ..., C_{i,T}\} \) in ascending order, where \( K_i \) is the number of cluster centers corresponding to the \( i \)th group of data. The steps are as follows:

**Step 1.** Randomly selecting \( K_i \) data \( \{x_i^1, x_i^2, ..., x_i^{K_i}\} \) as the centers of clusters \( \{C_{i,1}, ..., C_{i,K_i}, ..., C_{i,T}\} \).

**Step 2.** Calculating the distance \( d_i(i), d_2(i), ..., d_{K_i}(i) \) of each data sample (except the cluster center) and each cluster center, and assigning it to the cluster in which the distance is smallest.

**Step 3.** Recalculating the center of each cluster according to formula (19), where \( n(C_{k,i}) \) represents the number of elements in the cluster \( C_{k,i} \).

\[
x'_i = \frac{\sum x_i(r)}{n(C_{k,i})},
\]

**Step 4.** Repeating the above steps until the cluster centers no longer change.

It should be noted that the number of cluster centers \( K_i \) needs to be determined according to the elements in the vector \( R_r \) combined in Section 3.1. For example, if \( R_1 = (x_1, x_2) \), then the number of cluster centers \( K_1 \) and \( K_2 \) of \( x_1 \) and \( x_2 \) should be equal. Then finding the cluster centers of \( R_r \) to determine the corresponding referential vector. To ensure the diversity of samples, the referential vector must cover the range of all sample data, that is, the interval of the referential vector should be greater than or equal to the interval of its corresponding sample. For this reason, the upper and lower bounds of the sample space are used as the upper and lower bounds of its referential vector. For example, the upper and lower bounds of \( x_1 \) and \( x_2 \) are, respectively, \( x_1^{\text{min}}, x_1^{\text{max}}, x_2^{\text{min}}, x_2^{\text{max}} \), and the cluster centers are \( x_1^1, x_1^2, ..., x_1^{K_1} \) and \( x_2^1, x_2^2, ..., x_2^{K_2} \), respectively, where \( K_1 = K_2 \). Then the referential vector of \( R_1 \) is expressed as \( A_1 = (x_1^{\text{min}}, x_1^{\text{max}}, x_1^{K_1}, ..., x_1^{K_1}, x_2^{\text{min}}, x_2^{\text{max}}, x_2^{K_2}) \).

Similarly, the referential values of output \( D = (D_1, D_2, ..., D_N) \) can be obtained, where \( N \) is the number of output data referential values, \( D_1 \) and \( D_N \) are the lower and upper bounds, respectively, \( \{D_2, ..., D_N-1\} \) are the cluster centers obtained by the \( k \)-means clustering method.

### 3.3 Full activation of attribute vector-based rules

According to the formulas (4)–(6), only the matching degree between the input data and its two closest referential values is calculated. However, the attribute vector cannot be cast into a specific interval, like, the numerical input. In this case, if only the reference vectors closest to the attribute vector are considered, it is difficult to ensure the accuracy of the matching degree. Therefore, the full activation method is introduced to calculate the similarity with all reference vectors.

Since the input vector \( R_r \) and its referential vector \( A_r \) are obtained in Section 3.2, the distance of \( R_r \) and \( A_r \) can be calculated by

\[
d_r^{K_r} = |R_r^{K_r} - A_r^{K_r}|,
\]
\[
d_{Kr}^c = \begin{cases} 
\left[ (R_r^1 - A_r^1)^2 + (R_r^2 - A_r^2)^2 + \cdots + (R_r^c - A_r^h)^2 \right]^{1/c} & \text{if } c = h, \\
\left[ (R_r^1 - A_r^1)^2 + (R_r^2 - A_r^2)^2 + \cdots + (R_r^c - A_r^h)^2 \right]^{1/c} & \text{if } c < h,
\end{cases}
\]

where \( c \) is the number of original attributes in the last attribute vector.

Since the distance and belief degree are inversely related, the distance needs to be reciprocated and normalized. After that, the matching degree \( \alpha_{Kr} \) can be obtained as follows:

\[
\begin{align*}
g_{Kr} &= \frac{1}{d_{Kr}}, \quad d_{Kr} \neq 0, \\
\alpha_{Kr} &= \frac{g_{Kr}}{\sum_{i=1}^{n} g_{Kr}}, \\
\end{align*}
\]

\[
\begin{align*}
d_{Kr} &= 0, \\
\alpha_{Kr} &= 1, \quad \text{else } = 0.
\end{align*}
\]

### 3.4 Optimal training

Then the outputs of the BRB can be obtained according to the formulas (2), (3), and (7)–(10) in Section 2. Since some parameters of the initial BRB are determined by experts based on their own experience and professional knowledge, deviations and misjudgments will inevitably occur if the problem is too complex. It will affect the accuracy of the BRB model. To improve the performance of the BRB model, historical sample data can be used to train the parameters, that is, to optimize the antecedent attribute weights, rule weights, and the belief degree of output reference values.

Figure 2 shows the BRB optimization model, where \( X \) is the input sample data set, \( O \) is the observation value of the actual sample set, \( \hat{O} \) is the actual output value of the BRB model, \( P = \{\beta_n^k, \delta_k, \xi_i \mid n = 1, 2, \ldots, N; \ i = 1, 2, \ldots, M; \ k = 1, 2, \ldots, RN\} \) the parameter set to be optimized, \( \xi(P) \) is the error between \( O \) and \( \hat{O} \).

**Objective function:**

\[
\begin{align*}
\min \{\xi(P)\}, \\
\xi(P) = \frac{1}{n} \sum_{i=1}^{n} (O_i - \hat{O}_i)^2.
\end{align*}
\]

**Restrictions:**

\[
\begin{align*}
0 \leq \beta_n^k \leq 1, & \quad n = 1, 2, \ldots, N, \ k = 1, 2, \ldots, RN, \\
0 \leq \delta_k \leq 1, & \quad k = 1, 2, \ldots, RN, \\
0 \leq \xi_i \leq 1, & \quad i = 1, 2, \ldots, T_k.
\end{align*}
\]
It is a nonlinear multi-objective optimization problem. The sequential linear programming (SLP) optimization algorithm is used to solve it. The basic idea of SLP is to transform the nonlinear programming problem into a series of linear programming problems, then use the simplex method to obtain the solution set of these linear programming problems, and finally obtain the solution of the original nonlinear programming step by step.

The antecedent attribute weights, rule weights, and belief degree of the output referential value obtained after optimization are the parameters of the final BRB model.

On the basis of the above steps, the rule number as well as the optimized parameter number can be reduced.

**Theorem 1.** Let $M_p$ ($p = 1, 2, ..., J$) be the number of the referential vectors of attribute vector $R_p$. $J$ be the number of attribute vectors, $h$ be the number of original attributes contained in each vector, $T_k$ be the number of attributes of each input, $RN_1$ and $RN_2$ be the rule number in original BRB and vector-based BRB, respectively, $OPN_1$ and $OPN_2$ be the optimized parameter number in original BRB and vector-based BRB, respectively, $N$ be the number of referential values of the consequent attribute, then the rule number can be reduced at least $\prod_{p=1}^{J-1}(M_p)^{h-1}$ times, the optimized parameter number can also be reduced at least $\prod_{p=1}^{J-1}(M_p)^{h-1}$ times.

**Proof.** According to Sections 3.1 and 3.2, the number of the referential values of each attribute in $R_p$ is equal to $M_p$. Then, the $RN_1$ and $RN_2$ can be expressed as $RN_1 = (M_J)^{T_k-(J-1)h} \cdot \prod_{p=1}^{J-1}(M_p)^{h-1}$. $RN_2 = \prod_{p=1}^{J}M_p$. Defined $C_{RN} = (M_J)^{-T_k-(J-1)h} \cdot \prod_{p=1}^{J-1}(M_p)^{h-1}$ as the rule reduction coefficient, then $RN_2 = \frac{1}{C_{RN}} \cdot RN_1$. According to formula (18), there exists $(J-1)h + 1 \leq T_k \leq Jh$, then $\prod_{p=1}^{J}(M_p)^{h-1} \leq C_{RN} \leq \prod_{p=1}^{J-1}(M_p)^{h-1}$. Therefore, the rule number can be reduced at least $\prod_{p=1}^{J-1}(M_p)^{h-1}$ times.

Since the $OPN_1$ and $OPN_2$ can be expressed as $OPN_1 = RN_1 \cdot N + RN_1 + T_k$ and $OPN_2 = RN_2 \cdot N + RN_2 + J$, respectively. Then $OPN_2 \approx \frac{1}{C_{RN}} \cdot OPN_1$. Thus, the optimized parameter number can also be reduced at least $\prod_{p=1}^{J-1}(M_p)^{h-1}$ times (approximate value). □

## 4 EXPERIMENTAL ANALYSIS AND PERFORMANCE COMPARISON

In this section, the effectiveness and superiority of the proposed approach are verified through two cases. One is a simulation data case study, and the other is a practical data case study about pipeline leakage detection. For ease of explanation, the vector-based BRB approach proposed in this paper is referred to as V-BRB; the original BRB, that is, without modification to the inputs and outputs, is referred to as O-BRB.

The experimental environment configuration is Dell/windows10/4G memory/Intel i5/matlab2016a.
To evaluate the performance of the algorithm, four indicators, namely, the rule number (RN), optimized parameter number (OPN), mean square error (MSE) between estimated values and actual values, and AIC are introduced.

1. The RN reflects the scale of the system. The smaller the value, the more concise the model.
2. The smaller the OPN, the better the model performance.
3. The MSE between the estimated values and the actual values reflects the accuracy of the inference result. The smaller the value, the better the inference result.
4. AIC is an index that comprehensively considers the accuracy and complexity of the model. It can reflect the degree of similarity between the established model and the real system. The smaller the AIC, the higher the degree of similarity between the established model and the real system. Its calculation formula is as follows:

\[
AIC_{BRB} = \ln(P \cdot MSE) + 2OPN, 
\]

where P represents the number of data in the data set.

### 4.1 | Case study 1: simulation data

The simulation data are generated by the following nonlinear function:

\[
y = 8\sin x_1 + 0.7x_2x_3 - 0.1x_4^4. 
\]

According to the formula (27), the performance of the proposed approach on the mapping relationship between the input data \(x_i\) and the output data \(y\) needs to be verified where the value range of the independent variable \(x_i\) \((i = 1, 2, 3, 4)\) is \([0.17, 0.88]\), \([2, 4]\), \([1, 7]\), and \([0, 2]\). According to the range of \(x_i\), the range of \(y\) can be calculated as in References [3,35]. Randomly selecting 100 groups of data for the \(x_i\) and the corresponding output \(y\) as the sample data set \(U = \{x_1, x_2, x_3, x_4, y\}\). In the BRB model, the variables \(x_1, x_2, x_3,\) and \(x_4\) are regarded as the antecedent attributes and the variable \(y\) is regarded as the consequent attribute.

### 4.1.1 | Numerical study of V-BRB

Sixty groups in the sample data are selected randomly and set as the training samples, the remaining 40 groups are set as the testing samples.

First, the PCA methodology is used to obtain the weights of the input \(x_i\). The corresponding values are \(\varphi(x_1) = 0.13, \varphi(x_2) = 0.32, \varphi(x_3) = 0.43,\) and \(\varphi(x_4) = 0.12\). Obviously, \(\varphi(x_3) > \varphi(x_2) > \varphi(x_1) > \varphi(x_4)\). Therefore, the inputs \(x_3\) and \(x_2\) can be combined into a vector \(R_1 = [x_3, x_2]\), \(x_1\) and \(x_4\) can be combined into a vector \(R_2 = [x_1, x_4]\). Then the four-dimensional input can be converted to two-dimensional. In this case, eight-dimensional referential values are used in the inputs \(R_1\) and \(R_2\). The referential values are described by fuzzy semantic format. They are limit small (LS), very small (VS), positive small (PS), medium (M), positive medium (PM), large (L), medium large (ML), and very large (VL). Also, the output is described by six fuzzy semantic values: very small (VS), positive small (PS), medium (M), positive medium (PM), large (L), and very large (VL).

Second, the k-means clustering method is used to calculate the input referential values which are (0.17, 0.37, 0.44, 0.53, 0.60, 0.61, 0.63, 0.88), (2, 2.6, 2.8, 3.0, 3.1, 3.3, 3.6, 4), (1, 1.7, 3.3,
3.5, 5.3, 5.5, 6.4, 7), and (0, 0.64, 1.0, 1.1, 1.2, 1.3, 1.5, 2). Then the referential vectors can be obtained as \( A_1 = (1 2; 1.7 2.6; 3.3 2.8; 3.5 3.0; 5.3 3.1; 5.5 3.3; 6.4 3.6; 7 4) \) and \( A_2 = (0.17 0; 0.4 0.64; 0.44 1.0; 0.53 1.1; 0.60 1.2; 0.61 1.3; 0.63 1.5; 0.88 2) \), as shown in Table 1. Similarly, using the \( k \)-means clustering method to calculate the output referential value \( D = (3, 6.8, 10.6, 14.4, 19, 22) \), as shown in Table 2.

It can be seen from Table 1, there are totally 64 (i.e., \( 8 \times 8 = 64 \)) rules that need to be established. The initial BRB is established based on expert knowledge and historical data, as shown in Table 3. The initial antecedent attribute weight \( \delta_i \) and rule weight \( \theta_k \) are both set to 1.

Then, 60 groups of data are input to the initial V-BRB model. The inference effect is shown in Figure 3. Obviously, the performance is poor.

Therefore, optimization training is used to obtain optimal rule weights, antecedent attribute weights, and belief degree. The optimized antecedent attribute weights are 0.8128 and 0.9445, respectively. The optimized V-BRB is shown in Table 4.

The optimized V-BRB model is used to test the 60 groups of training data and 40 groups of test data, respectively, and the inference effect (i.e., the comparison between the estimated values and the true values) is shown in Figures 4 and 5. It can be seen that the inference effect is relatively ideal, indicating that the vector-based BRB reasoning approach proposed in this paper is effective.

### 4.1.2 Further analysis of effectiveness

To further illustrate the effectiveness of the V-BRB model in processing the casual inference problem of multidimensional inputs function, the O-BRB model is used to make comparison. It should be noted that the O-BRB model is built on the same 60 groups of data. The experimental results are shown in Table 5.

As shown in Table 5, the indicator RN of the V-BRB model is much better than that of the O-BRB model. In this case, since the four antecedent attributes are transformed into two vectors, there are only 64 rules generating in the V-BRB model. Therefore, 75% of rules can be reduced. It greatly reduces the size of the rule base. When comparing the indicator MSE, the result of the O-BRB model is slightly better than that of the V-BRB model. This is because
the V-BRB model reduces the rules, which will affect the accuracy of the model to a certain extent. Nevertheless, it is acceptable. For the indicator AIC, the value of V-BRB is much smaller than the value of O-BRB, which shows that V-BRB is much closer to the real system. Actually, in the O-BRB model, there are 1796 optimization parameters, while in the V-BRB model only contains 450 optimization parameters. It significantly reduces the complexity of the optimization process.

In conclusion, the V-BRB model proposed in this paper is effective in dealing with the casual inference problem of multidimensional input nonlinear function. Moreover, compared with the traditional model, it has obvious advantages.

### TABLE 3  Initial V-BRB

<table>
<thead>
<tr>
<th>No.</th>
<th>$\theta_k$</th>
<th>$X_1$ and $X_2$</th>
<th>Belief structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$LS$ and $LS$</td>
<td>{(1, 0), (2, 0.9926), (3, 0.0074), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$LS$ and $VS$</td>
<td>{(1, 0), (2, 0.9926), (3, 0.0074), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$LS$ and $PS$</td>
<td>{(1, 0), (2, 0.9926), (3, 0.0074), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$LS$ and $M$</td>
<td>{(1, 0), (2, 0.9926), (3, 0.0074), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$LS$ and $PM$</td>
<td>{(1, 0), (2, 0.9926), (3, 0.0074), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>$LS$ and $L$</td>
<td>{(1, 0), (2, 0.9926), (3, 0.0074), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>$LS$ and $ML$</td>
<td>{(1, 0.0846), (2, 0.9154), (3, 0), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>$LS$ and $VL$</td>
<td>{(1, 0.0846), (2, 0.9154), (3, 0), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>$PM$ and $M$</td>
<td>{(1, 0), (2, 0), (3, 0.5136), (4, 0.4864), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>$PM$ and $PM$</td>
<td>{(1, 0), (2, 0), (3, 0.3871), (4, 0.6129), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>38</td>
<td>1</td>
<td>$PM$ and $L$</td>
<td>{(1, 0), (2, 0), (3, 0.7314), (4, 0.6129), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>39</td>
<td>1</td>
<td>$PM$ and $ML$</td>
<td>{(1, 0), (2, 0), (3, 0.7314), (4, 0.6129), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>$PM$ and $VL$</td>
<td>{(1, 0), (2, 0), (3, 0.8589), (4, 0.1411), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>41</td>
<td>1</td>
<td>$L$ and $LS$</td>
<td>{(1, 0), (2, 0), (3, 0.2880), (4, 0.7120), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>42</td>
<td>1</td>
<td>$L$ and $VS$</td>
<td>{(1, 0), (2, 0), (3, 0.2880), (4, 0.7120), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>43</td>
<td>1</td>
<td>$L$ and $PS$</td>
<td>{(1, 0), (2, 0), (3, 0.2880), (4, 0.7120), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>58</td>
<td>1</td>
<td>$VL$ and $VS$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>59</td>
<td>1</td>
<td>$VL$ and $PS$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0), (6, 0)}</td>
</tr>
<tr>
<td>60</td>
<td>1</td>
<td>$VL$ and $M$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0.6290), (6, 0.3710)}</td>
</tr>
<tr>
<td>61</td>
<td>1</td>
<td>$VL$ and $PM$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0.6290), (6, 0.3710)}</td>
</tr>
<tr>
<td>62</td>
<td>1</td>
<td>$VL$ and $L$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0.5516), (6, 0.4484)}</td>
</tr>
<tr>
<td>63</td>
<td>1</td>
<td>$VL$ and $ML$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0.5516), (6, 0.4484)}</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>$VL$ and $VL$</td>
<td>{(1, 0), (2, 0), (3, 0), (4, 0), (5, 0.5516), (6, 0.4484)}</td>
</tr>
</tbody>
</table>

Abbreviations: $L$, large; $LS$, limit small; $M$, medium; $ML$, medium large; $PM$, positive medium; $PS$, positive small; V-BRB, vector-based belief rule base; $VL$, very large; $VS$, very small.
4.2 | Case study 2: pipeline leakage detection data

In this section, a more complex practical application about pipeline leakage detection is studied to make further analysis of the proposed approach.

4.2.1 | Introduction of the data set

The data set comes from a pipeline more than 100 km in length installed in the UK. The pipeline is equipped with flow sensors at the inlet and outlet to detect the oil flow value, and 10 pressure sensors are distributed at the inlet and outlet of the pipeline and in the middle of the pipeline to detect pressure changes. Changes in data reveal the statuses of the pipeline (i.e., leak condition or normal condition). Under normal operations, when inlet flow is larger (or less) than outlet flow, the pressure in the pipeline will build up (or decrease) because the total content in the pipeline is increasing (or decreasing, respectively). However, if the pattern is violated, for example, if the inlet flow is larger than the outlet flow, yet the pressure in the line still decreases, then it is highly likely that there is a leak in the pipeline.

The pipeline is mostly operated in normal condition. To achieve the experimental effect, a valve is used in the middle of the pipeline to control the oil flowing out to achieve the effect of simulating leakage. Each leak lasts for several hours, and the size of the leak is also controlled by the valve. The inlet and outlet flow values and pressure values are collected \((f_0, f_1; p_0, p_1, ..., p_9, \ldots)\) respectively. During the leak trial (from #07:00:08# to #12:34:27#), 2008 samples which leak size is 25% were collected at the rate of 10 s per sample, as shown in Figure 6. The 25% mean there were 10,000 L of oil in the pipeline at a certain moment, and 250 L of oil had leaked.

4.2.2 | Analysis of effectiveness and superiority

To realize pipeline leakage detection and leak size estimation, the difference between the inlet flow and outlet flow (i.e., \(f_1 - f_0\)) and the value of the nonadjacent pressure sensors (i.e., \(p_0, p_2, \ldots\))...
Thereby the V-BRB model can be constructed and optimized based on the proposed approach. Then, 510 samples are selected as the training data. It needs to be pointed out that these samples cover the data before, during, and after the leakage, which ensures the diversity of training data. Figures 8 and 9 show the inference effect of training data and all of the sample data, respectively.

It demonstrates that the estimated outcomes match the true values very closely. To further verify the superiority of the V-BRB, three classic BRB models using in the pipeline leak detection cases are selected for comparative analysis. The experimental results are shown in Table 6.

It can be seen from Table 6 that the V-BRB is better than the classic BRB models. First, the V-BRB is the most concise model since the indicator RN is the least. Correspondingly, the
FIGURE 4  Inference effect of training data after optimization [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 5  Inference effect of testing data after optimization [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 5  Experimental results of O-BRB and V-BRB

<table>
<thead>
<tr>
<th>Indicator</th>
<th>MSE</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>RN</td>
<td>OPN</td>
</tr>
<tr>
<td>O-BRB</td>
<td>256</td>
<td>1796</td>
</tr>
<tr>
<td>V-BRB</td>
<td>64</td>
<td>450</td>
</tr>
</tbody>
</table>

Note: The bold underline means the value is better.

Abbreviations: AIC, Akaike Information Criterion; MSE, mean square error; O-BRB, original belief rule base; OPN, optimized parameter number; RN, rule number; V-BRB, vector-based belief rule base.
reduction of the number of rules reduces the parameters to be optimized, which can greatly improve the running speed of the model. Second, the MSE of the V-BRB is 0.3528 which means the accuracy of the V-BRB is the best. Third, by comparing AIC, it can be found that the V-BRB proposed in this paper improves the accuracy of the model while reducing the complexity of the model. In short, the V-BRB is more effective than other BRB models in dealing with the pipeline leakage detection data.

4.3 Discussion

On the basis of the above two case studies and experimental results, the effectiveness and superiority of vector-based BRB approach were validated. It can be used to reduce the complexity of the BRB model without affecting its accuracy. For the inference process of vector-based BRB, the
FIGURE 8  Inference effect of training data [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 9  Inference effect of the 2008 sample data [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 6  Experimental results of different BRB models

<table>
<thead>
<tr>
<th>Models</th>
<th>Number of training data</th>
<th>RN</th>
<th>OPN</th>
<th>MSE (testing data)</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xu et al.</td>
<td>500</td>
<td>56</td>
<td>336</td>
<td>0.4069</td>
<td>14137.06</td>
</tr>
<tr>
<td>Zhou et al.</td>
<td>900</td>
<td>56</td>
<td>336</td>
<td>0.7880</td>
<td>15464.21</td>
</tr>
<tr>
<td>Chen et al.</td>
<td>500</td>
<td>56</td>
<td>349</td>
<td>0.3990</td>
<td>14123.69</td>
</tr>
<tr>
<td>V-BRB</td>
<td>510</td>
<td>32</td>
<td>226</td>
<td>0.3528</td>
<td><strong>13630.59</strong></td>
</tr>
</tbody>
</table>

Note: The bold underline means the value is better.
Abbreviations: AIC, Akaike Information Criterion; BRB, belief rule base; MSE, mean square error; OPN, optimized parameter number; RN, rule number; V-BRB, vector-based belief rule base.
computational time can be ignored. During the modeling process of vector-based BRB, parameters optimization is necessary to achieve good performance. It takes up most of the computational time. Actually, in the same experimental environment, the optimization time mostly depends on the number of parameters. The more the number of parameters, the larger the optimization time. In case study 1, the optimized parameters are 1796 and 450, respectively. As a result, the optimization time of O-BRB and V-BRB is 53,212 and 7525 s, respectively. It indicates that the V-BRB is more than seven times faster than O-BRB. Similarly, in case study 2, our model outperforms other classical models. For example, the optimization time of the vector-based BRB model (i.e., 13,298 s) with 226 parameters is more than two times faster than that of Xu18 (i.e., 27,054 s) with 336 parameters. In conclusion, our model is much faster in the same experimental environment.

5 | CONCLUSION

To overcome the shortcomings of the performance degradation caused by overnumbered antecedent attributes of the BRB model, a novel nonlinear causal inference approach based on vector-based BRB is proposed. The approach extends the numerical matching to multi-dimensional vector matching, which can effectively reduce the number of rules and thus streamline the scale of the BRB model. Meanwhile, the full activation method is used to calculate the similarity of the input attribute vector and all referential vectors. It not only improves the accuracy of the matching degree, but also retains the integrity and uncertainty of the information. The experimental results show that the proposed approach can greatly reduce the complexity of the model while ensuring the accuracy of the model.

Further experimental research can be conducted to optimize the V-BRB model. For example, the selection criteria of the model parameter $h$ is worthy of study. In our experiments, we convert the antecedent attributes into two-dimensional ($h = 2$, four antecedent attributes in the case study 1) and three-dimensional ($h = 3$, six antecedent attributes in the case study 2) space vector, respectively. It is just one of the feasible strategies. Different values of $h$ may affect the optimization process of the weight $\delta_i$. Therefore, it is a complicated problem which needs to be solved in the future work.
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## APPENDIX: THE LIST OF NOTATIONS

<table>
<thead>
<tr>
<th>Notation</th>
<th>Introduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule(_k)</td>
<td>(k)th rule</td>
</tr>
<tr>
<td>(x_i)</td>
<td>Antecedent attribute</td>
</tr>
<tr>
<td>(T_k)</td>
<td>Number of the antecedent attributes</td>
</tr>
<tr>
<td>(\theta_k)</td>
<td>Rule weight</td>
</tr>
<tr>
<td>(RN)</td>
<td>Number of rules</td>
</tr>
<tr>
<td>(\delta_i)</td>
<td>Weight of the (i)th antecedent attribute</td>
</tr>
<tr>
<td>(A_i^k)</td>
<td>Referential value of the (i)th antecedent attribute in the (k)th rule</td>
</tr>
<tr>
<td>(A_{i,j}^k)</td>
<td>(j)th referential value of the (i)th antecedent attribute</td>
</tr>
<tr>
<td>(v_i)</td>
<td>Number of referential values of the (i)th antecedent attribute</td>
</tr>
<tr>
<td>(D_n)</td>
<td>Referential value of the consequent attribute</td>
</tr>
<tr>
<td>(N)</td>
<td>Number of referential values of the consequent attribute</td>
</tr>
<tr>
<td>(\omega_k)</td>
<td>Activation weight</td>
</tr>
<tr>
<td>(\delta_i)</td>
<td>Normalization of antecedent attribute weights</td>
</tr>
<tr>
<td>(\alpha_i^k)</td>
<td>Matching degree of the referential value of the (i)th antecedent attribute in the (k)th rule</td>
</tr>
<tr>
<td>(\alpha_{i,j}^k)</td>
<td>Matching degree of the (j)th referential value of the (i)th antecedent attribute in the (k)th rule</td>
</tr>
<tr>
<td>(\beta_n^k)</td>
<td>Initial belief degree of corresponding referential level determined by expert knowledge</td>
</tr>
<tr>
<td>(\hat{\beta}_n)</td>
<td>Belief degree of the output referential value of (D_n) after fusion</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Intermediate parameters</td>
</tr>
<tr>
<td>(y)</td>
<td>Output of BRB</td>
</tr>
<tr>
<td>(X)</td>
<td>Input data set (input matrix)</td>
</tr>
<tr>
<td>(T)</td>
<td>Sampling values of the (r)th attribute variable</td>
</tr>
<tr>
<td>(J)</td>
<td>Number of attribute subvectors</td>
</tr>
<tr>
<td>(F_i)</td>
<td>(i)th principal component</td>
</tr>
<tr>
<td>(w_{ri})</td>
<td>Weight coefficient of the (r)th attribute for the (i)th principal component</td>
</tr>
<tr>
<td>(W)</td>
<td>Transformation matrix</td>
</tr>
<tr>
<td>(\tau(r))</td>
<td>Mean value of attribute (x_r)</td>
</tr>
<tr>
<td>(\bar{X})</td>
<td>Input matrix after centralization</td>
</tr>
<tr>
<td>(V)</td>
<td>Correlation matrix</td>
</tr>
<tr>
<td>(\lambda_r)</td>
<td>(r)th eigenvalue</td>
</tr>
<tr>
<td>(\varphi_r)</td>
<td>Contribution rate of the (r)th principal component (F_r)</td>
</tr>
<tr>
<td>(h)</td>
<td>Number of original attributes contained in each vector</td>
</tr>
<tr>
<td>(K_i)</td>
<td>Number of cluster centers corresponding to the (i)th group of data</td>
</tr>
<tr>
<td>(n(C_{k,i}))</td>
<td>Number of elements in the cluster (C_{k,i})</td>
</tr>
</tbody>
</table>

(Continues)
<table>
<thead>
<tr>
<th>Notation</th>
<th>Introduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_r$</td>
<td>$r$th referential vector</td>
</tr>
<tr>
<td>$R_r$</td>
<td>$r$th input vector</td>
</tr>
<tr>
<td>$d_r^{K_r}$</td>
<td>Distance of $R_r$ and $A_r$</td>
</tr>
<tr>
<td>$c$</td>
<td>Number of original attributes in the last attribute vector</td>
</tr>
<tr>
<td>$g_r^{K_r}$</td>
<td>Reciprocal of $q_r^{K_r}$</td>
</tr>
<tr>
<td>$\alpha_r^{K_r}$</td>
<td>Normalization of $g_r^{K_r}$</td>
</tr>
<tr>
<td>$O$</td>
<td>Observation value of the actual sample set</td>
</tr>
<tr>
<td>$\hat{O}$</td>
<td>Actual output value of the BRB model</td>
</tr>
<tr>
<td>$P$</td>
<td>Parameter set to be optimized</td>
</tr>
<tr>
<td>$\bar{g}(P)$</td>
<td>Error between $O$ and $\hat{O}$</td>
</tr>
<tr>
<td>$M_P$</td>
<td>Number of the referential vectors</td>
</tr>
<tr>
<td>$C_{RN}$</td>
<td>Rule reduction coefficient</td>
</tr>
<tr>
<td>$OPN$</td>
<td>Number of optimized parameters</td>
</tr>
<tr>
<td>$MSE$</td>
<td>Mean square error between estimated values and actual values</td>
</tr>
<tr>
<td>$AIC$</td>
<td>Akaike Information Criterion</td>
</tr>
</tbody>
</table>