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Abstract—Quantum computing has the potential to revolution-
ize various industries by solving complex problems beyond the
capabilities of classical systems. However, the practical realiza-
tion of these advancements depends on robust hybrid software
capable of adapting to highly dynamic execution environments.
Fluctuating resource availability, quantum noise, and hardware
constraints in distributed systems present significant challenges,
making self-adaptation mechanisms essential for optimizing
performance, ensuring reliability, and maintaining scalability.
Traditional static approaches to software design are insufficient
in such unpredictable settings, requiring runtime adaptation
strategies that continuously monitor and adjust system behavior.
Frameworks such as autonomic computing models and dynamic
software architectures provide viable solutions for managing un-
certainty and improving computational efficiency. By integrating
self-adaptive capabilities, hybrid quantum software can dynami-
cally respond to execution constraints, enhance system resilience,
and support real-world applications, ensuring that quantum
computing can effectively complement classical computing to
address the growing demands of high-performance computation.

Index Terms—Self-adaptive systems, Quantum software, Hy-
brid software systems, Distributed computing.

I. INTRODUCTION

Quantum computing is set to revolutionize industries by
solving complex problems in finance, logistics, and cyberse-
curity, where classical systems struggle [1]. Its ability to opti-
mize, simulate, and accelerate computations will drive break-
throughs in many sectors [2], [3]. However, realizing these
promising applications depends on the development of robust
quantum software [4], which is essential to harness quantum
hardware efficiently, design scalable algorithms, and integrate
quantum and classical systems. Thus, quantum computing
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represents the next frontier, complementing classical software
systems to meet the demands of high-performance computing.
As investment and research grow, hybrid (quantum-classical)
software solutions will bridge current limitations, paving the
way for practical applications and future innovations that
redefine what is computationally possible.

As computing systems continue to evolve towards greater
heterogeneity, hybrid software systems have emerged as a
key paradigm for integrating and exploiting the strengths
of diverse computational models [5], [6]. However, these
systems must operate in highly dynamic environments, where
resource availability, computational limitations, and execution
conditions vary unpredictably, posing significant challenges to
their efficient and reliable operation [7]. Distributed quantum
computing further amplifies these challenges, as computations
must be coordinated across multiple quantum and classical
nodes, introducing additional complexity in managing resource
constraints and execution variability [8]. Moreover, the gap
between academic research and industry practices further
complicates hybrid and quantum software development. Al-
though academic efforts in debugging and testing primarily
address a narrow set of quantum-specific challenges, industry
practitioners face a broader spectrum of issues, including
software integration, interoperability, and deployment in real-
world infrastructures [9].

To address these challenges, self-adaptation mechanisms
[10] must be integrated into hybrid software systems to
enable dynamic performance optimization, reliability enhance-
ment, and scalability. Given the fluctuating availability of
quantum resources, unpredictable noise levels, and evolv-
ing software-hardware interactions, among other challenges,
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adaptive frameworks can help mitigate these uncertainties
by continuously monitoring system conditions and adjusting
execution strategies accordingly.

A self-adaptive system (SAS) [11], [12] is a system capable
of modifying its behavior at runtime in response to changes in
its context or environment to continuously achieve its goals.
This adaptability is essential in hybrid distributed computing,
where the increasing functionality and interrelationship of
systems make it impractical to pre-define all possible behaviors
at design time. In the context of hybrid quantum software,
self-adaptation mechanisms [10] are crucial to optimize per-
formance, improve reliability, and ensure scalability. Given the
fluctuating availability of quantum resources, unpredictable
noise levels, and evolving software-hardware interactions,
adaptive frameworks provide a means to dynamically monitor
system conditions and adjust execution strategies accordingly,
ensuring robustness in rapidly changing computational envi-
ronments.

Although there are some preliminary works addressing
some of these challenges [13], [14], this position paper ad-
vocates the necessity of self-adaptation in hybrid quantum-
classical software systems, emphasizing that dynamic adap-
tation is essential to cope with fluctuating execution con-
ditions in quantum, distributed systems, quantum resource
constraints, and reliability challenges. Thus, future hybrid
quantum systems should integrate self-adaptive mechanisms,
such as MAPE-K (Monitor, Analyze, Plan, Execute, and
Knowledge) [15], [16] and DSPL (Dynamic Software Product
Lines) [17], to ensure efficiency, scalability, and robustness in
dynamically changing environments. Given the inherent vari-
ability in quantum resources, fluctuating execution conditions,
and reliability challenges, the adoption of structured adaptation
frameworks is essential to optimize performance and resource
allocation.

This article originates from the ideas developed within
the working group on Self-Adaptive Hybrid Systems at the
Dagstuhl Seminar on Quantum Software Engineering [18].
This paper serves as a call to action for researchers to
explore adaptive architectures, Al-driven optimizations, and
new frameworks for hybrid quantum computing. Moreover, the
ideas presented herein are intended not only to contribute to
the academic research community but also to provide insights
and potential directions for the industry, where self-adaptive
hybrid quantum systems can drive advancements in real-world
applications.

The remainder of this paper is structured as follows. Section
II discusses factors that make self-adaptiveness necessary and
explains different drivers for managing self-adaptive hybrid
software. Section III introduces how existing approaches could
be adapted to design self-adaptive hybrid software systems, as
well as some limitations in this context. Finally, Section IV
draws main conclusions and implications.
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II. FACTORS AND DRIVERS FOR ADAPTATION IN HYBRID
SOFTWARE SYSTEMS

Hybrid, distributed quantum systems operate in dynamic
and resource-constrained environments, requiring continuous
adaptation to maintain efficiency, scalability, and reliability.
Adaptation in these systems can be categorized into three
primary dimensions (see Fig. 1): quality-driven, resource-
driven, and cost-driven adaptation (see subsections II-A to
II-C). Understanding the interplay between these factors is
crucial for designing effective self-adaptive quantum software
(cf. subsection II-D).

A. Quality-Driven Adaptation

Quality-driven adaptation ensures that quantum computa-
tions maintain accuracy and reliability despite hardware limita-
tions. Since quantum systems are inherently noisy, adaptation
techniques must mitigate errors and enhance result precision.
Approaches to quality-driven adaptation include:

o Selecting error-mitigation techniques based on real-time
noise profiling [19].

Adjusting measurement strategies to optimize readout
fidelity [20].

Dynamically reconfiguring quantum circuits to minimize
decoherence effects [21].

Adapting quantum error correction techniques based on
available qubits and noise levels [22].

Employing post-processing strategies to filter out erro-
neous results [19].

B. Resource-Driven Adaptation

Resource-driven adaptation addresses the constraints im-
posed by the availability and capacity of quantum and classical
resources. Given the limited number of high-fidelity qubits,
coherence times, and quantum-classical communication band-
width, adaptation mechanisms must allocate resources dynami-
cally to maximize system performance. Key strategies include:

« Adapting quantum circuit execution based on qubit avail-
ability and error rates [23].

Load balancing between quantum processors and classi-
cal co-processors to optimize hybrid execution [24].
Dynamically selecting noise-aware compilation strategies
to improve circuit fidelity [25].

Adjusting execution schedules to optimize shared quan-
tum resources for multiple users [26].

Selecting optimal qubit mappings to reduce cross-talk and
gate errors [21].

C. Cost-Driven Adaptation

Cost-driven adaptation focuses on optimizing the financial
and computational expenses associated with quantum comput-
ing. Access to quantum resources is costly, particularly when
utilizing cloud-based quantum computing services. Adaptive
mechanisms must balance the trade-offs between execution
time, the number of quantum operations (gates), and overall
economic efficiency. Examples of cost-driven adaptation in-
clude:
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Quality-Driven
Error mitigation based on
real-time noise profiling

Optimizing measurement
strategies for readout fidelity
Reconfiguring circuits to
minimize decoherence

Post-processing strategies
to filter errors

Adapting execution to qubit

Cost-Driven

Prioritizing computations
based on budget constraints
Selecting cost-effective
quantum backend

Adjusting circuit depth to
minimize execution costs

o

cloud-b:
orkload distribution

availability and error rates

Balancing quantum and
classical resources

Selecting qubit mappings to
minimize errors

Resource-Driven

Fig. 1. Dimensions and critical factors for self-adaptiveness in hybrid software systems.

Selecting the most cost-effective quantum backend based
on pricing and availability [27].

Dynamically adjusting circuit depth to minimize execu-
tion costs.

Efficiently distributing quantum workloads to optimize
cloud service expenses [28].

Prioritizing computations based on budget constraints.
Reducing redundant computations to minimize unneces-
sary quantum executions [29].

D. Interdependencies Between Quality, Resources, and Cost
in Adaptive Quantum Systems

While resource-driven and cost-driven adaptation may seem
similar, they address distinct aspects of quantum computing.
Resource-driven adaptation focuses on the physical and com-
putational limitations of available hardware, ensuring optimal
utilization of quantum and classical components. In contrast,
cost-driven adaptation emphasizes financial efficiency, aiming
to minimize execution expenses while maintaining computa-
tional feasibility. While both dimensions influence each other,
they may sometimes require different optimization strategies.
For instance, using fewer qubits can reduce costs but may lead
to longer execution times due to increased circuit depth.

These trade-offs become evident in complex quantum-
classical problems. In order to illustrate it, let us think of
a well-known logistic problem, the Travelling Salesperson
Problem (TSP) [30], where a quantum algorithm seeks the
shortest path among multiple cities. As the problem size
increases, adaptation mechanisms must balance quality, re-
source allocation, and cost. A resource-driven approach might
partition the problem into smaller subproblems using classical
clustering techniques and then solve them on available quan-
tum hardware, optimizing qubit utilization while maintaining
computational feasibility. However, if quality is prioritized, the
system might select a quantum backend with a higher number
of qubits and lower noise levels, ensuring greater accuracy
but at a higher cost. Conversely, a cost-driven approach might
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favor executing the problem on less expensive, lower-fidelity
hardware, accepting potential accuracy reductions to minimize
expenses.

A potential solution to balancing these trade-offs is the
shot-wise distribution of quantum computations [8], where
measurement shots are dynamically allocated across different
quantum backends. This approach enables the system to adjust
execution strategies in real time, optimizing computational
quality while controlling costs and resource usage. By im-
plementing self-adaptive mechanisms capable of continuously
evaluating and adjusting these dimensions, hybrid quantum
software can achieve optimal efficiency, reliability, and eco-
nomic viability in real-world applications.

III. POTENTIAL APPROACHES FOR DESIGNING
SELF-ADAPTIVE HYBRID SOFTWARE SYSTEMS

In addition to the factors drivers presented in Section II, the
hybrid nature of quantum-classical systems presents unique
challenges that require integrated adaptation mechanisms. Hy-
brid adaptation considers the interactions between quantum
and classical components, ensuring that both paradigms oper-
ate efficiently together. Important aspects of hybrid adaptation
include adapting data transfer strategies between quantum and
classical processors to reduce bottlenecks; dynamically select-
ing classical approximation methods when quantum resources
are limited; or managing hybrid workflows to ensure seamless
execution across different computational platforms; among
others.

This section first explores MAPE-K as the traditional self-
adaptive solution, and then discusses its limitations and chal-
lenges for hybrid software systems. These challenges are then
related to the investigation of potential solutions in the design
and implementation of self-adaptive hybrid systems.

A. MAPE-K as traditional self-adaptive solution

The MAPE-K [15], [16] cycle is a well-established frame-
work for self-adaptive systems that provides a structured way
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Managed element

Fig. 2. The MAPE-K Cycle as defined in [11]

to dynamically adjust system behavior based on environmental
changes. It consists of four key phases (see Fig. 2):

Monitor: Collects data from the system and its execution
environment, including performance metrics, resource
usage, and quantum processor availability.

Analyze: Evaluates the collected data to detect anomalies,
predict trends, or identify potential optimizations, such
as adjusting workload distribution between quantum and
classical resources.

Plan: Based on the analysis, the system determines
adaptation strategies to optimize performance, cost, or
resource utilization. This may include selecting an al-
ternative quantum backend, adjusting circuit depth, or
redistributing computational tasks.

Execute: Applies the planned adaptation actions by
modifying system configurations, adjusting quantum job
scheduling, or reallocating resources.

Knowledge: Serves as a shared repository of system
insights, past adaptation actions, and learned strategies
to enhance future decision-making.

Applying the MAPE-K cycle to hybrid quantum-classical
systems enables continuous self-adaptation, ensuring that the
system dynamically responds to fluctuations in resource avail-
ability, execution conditions, and cost constraints. Key benefits
of using MAPE-K in this context include:

« Automated adaptation: Enables real-time reconfiguration
of quantum and classical workflows to optimize perfor-
mance and reliability.

Optimized resource utilization and cost efficiency: Dy-
namically adjusts computational load distribution be-
tween quantum and classical processors based on current
constraints while managing quantum resource expenses
by selecting the most cost-effective execution strategies.
Enhanced system resilience: Detects and mitigates poten-
tial issues, such as high error rates in quantum computa-
tions, by adapting execution strategies accordingly.
Scalability: Provides a structured and modular approach
that can be extended as hybrid quantum computing in-
frastructures evolve.

By leveraging the MAPE-K cycle, hybrid software systems
can achieve higher adaptability, robustness, and efficiency,
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ensuring that they remain responsive to the dynamic nature
of quantum and classical computing environments.

B. Limitations of the traditional self-adaptive approach for
Hybrid Software Systems

While MAPE-K provides a structured approach to self-
adaptation, its direct application to hybrid quantum-classical
systems presents several limitations that must be addressed.

a) Rigidity of the adaptation cycle: MAPE-K follows
a fixed sequential cycle (Monitor — Analyze — Plan —
Execute), which can be inefficient in scenarios requiring
rapid or flexible adaptation. In dynamic environments such
as distributed quantum systems, strict adherence to this cycle
may introduce delays or prevent proactive adaptation. Alter-
native models such as event-driven adaptation and just-in-time
adaptations can allow for more flexible decision-making.

b) Latency in decision-making: The sequential nature
of MAPE-K can introduce high latency in responding to
changes. Quantum computing operates on extremely short
timescales, where decoherence effects and noise fluctuations
require rapid adaptation. Hybrid approaches combining offline
planning (precomputed strategies) with online adaptation (real-
time adaptations) can help improve responsiveness.

c) Complexity in knowledge management: The Knowl-
edge component is crucial for improving adaptation over time,
but MAPE-K does not specify how this knowledge should
be structured, stored, or leveraged. This limitation becomes
particularly evident in Quantum DevOps [31], where the
operational complexity of hybrid quantum-classical systems
demands efficient management of adaptation knowledge, in-
cluding quantum execution metadata, error correction strate-
gies, and hybrid workflow optimization. Efficient knowledge
management requires techniques such as machine learning,
reinforcement learning, and big data analytics, which are
not inherently included in MAPE-K. Moreover, the rigidity
of traditional knowledge structures can hinder adaptation in
dynamic and distributed quantum-classical environments. An-
other promising approach to overcoming these limitations is
the use of Dynamic Software Product Lines (DSPLs) [17],
[32], which enable runtime reconfiguration by dynamically
selecting and composing adaptation strategies based on system
changes. Integrating DSPLs alongside Al-driven decision-
making and continuous learning techniques can enhance adap-
tation effectiveness, ensuring more flexible and scalable self-
adaptation in hybrid quantum-classical systems.

d) Lack of scalability in distributed systems: MAPE-
K was originally designed for monolithic systems, making its
direct application to distributed environments challenging. In
distributed quantum computing, managing multiple MAPE-
K loops across different quantum and classical resources
may lead to communication overhead and synchronization
issues. Additionally, coordinating multiple self-adaptive agents
requires decentralized or hierarchical control mechanisms. Im-
plementing multi-agent MAPE-K architectures, where differ-
ent agents cooperate without relying on a single control point,
and adopting hierarchical adaptation, where local MAPE-K
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loops handle low-level adaptations while a higher-level control
optimizes the system globally, can address these challenges.
Quantum, distributed systems introduce additional complexity
due to the need for coordinating computations across geo-
graphically dispersed quantum and classical nodes [8]. Ensur-
ing synchronization, managing network-induced latencies, and
balancing workloads efficiently become crucial challenges that
require enhanced adaptation mechanisms beyond what MAPE-
K traditionally offers [33].

e) Difficulty in integrating modern adaptation tech-
niques: MAPE-K does not inherently support modern adap-
tation techniques, such as Al-based optimization, big data
analytics, or cloud-native architectures. In hybrid quantum-
classical systems, adaptation strategies must integrate both
quantum and classical decision-making processes. Extending
MAPE-K with Al-driven self-learning adaptation policies that
dynamically adjust based on real-time data can improve its
applicability.

f) Sensitivity of monitoring:: The monitoring step of
the MAPE-K loop must be performed with care in quantum
systems. While final probabilistic outcomes of quantum com-
putations can be collected and analyzed, the observation of
intermediate states introduces side effects.

g) Latency in decision-making:: Reducing the latency
of the MAPE-K loop is, however, not an immediately urgent
limitation to overcome, given the high queuing delays in
currently available NISQ devices.

Table I summarizes the challenges presented in this section.
For MAPE-K to be effectively applied in distributed quan-
tum computing, these limitations must be addressed. Possi-
ble improvements include making the cycle more dynamic
by allowing parallel execution of some phases to speed up
adaptation, reducing decision-making latency by combining
precomputed strategies with real-time adjustments, enhanc-
ing knowledge management by leveraging machine learning
to refine adaptation policies over time, and implementing
distributed architectures to enable decentralized control and
coordination of multiple self-adaptive agents. By addressing
these challenges, MAPE-K can serve as a viable foundation for
adaptive hybrid quantum-classical systems, ensuring efficient
resource utilization and improved computational reliability.

IV. CONCLUSIONS

The increasing integration of quantum and classical comput-
ing within hybrid systems necessitates robust self-adaptation
mechanisms to address execution variability, resource con-
straints, and noise fluctuations in quantum hardware. Tradi-
tional static approaches to software design and management
are insufficient in such dynamic, distributed environments,
requiring real-time monitoring and adaptive strategies to op-
timize performance, reliability, and scalability, among other
relevant properties in a quality-, resource-, and cost-driven
manner.

Hybrid software systems require real-time workload adap-
tations to adapt to the mentioned factors. Although there exist
some traditional approaches, such as MAPE-K, for managing
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self-adaptiveness, the inherent latency in the decision-making
process may hinder the responsiveness needed for hybrid
software execution. Real-time monitoring, predictive analytics,
and dynamic adaptation policies are necessary to address these
constraints.

Several challenges remain open in self-adaptive hybrid
software. Reducing decision-making latency, integrating Al-
driven adaptation strategies, ensuring scalability in distributed
quantum computing, and balancing computational efficiency
with cost constraints are key areas that require further re-
search. Overcoming these challenges is crucial to improving
the adaptability and efficiency of hybrid systems, allowing
quantum computing to be leveraged more effectively in real-
world applications. This paper aims to stimulate discussion and
further investigation in this field, encouraging new approaches
and solutions for the development of self-adaptive hybrid
software.
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