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Abstract—The rapid expansion of Low Earth Orbit (LEO) satel-
lite constellations presents immense potential for in-orbit services.
However, the large-scale and dynamic nature of LEO constellations
creates unstable communication environments, where traditional
methods struggle to ensure the efficiency and stability of onboard
inference services. This highlights the need for an advanced knowl-
edge service framework capable of both inference and root cause
analysis of service disruptions. To address this, we propose a
novel knowledge service framework that integrates data-driven
and knowledge-driven models through satellite-ground collabo-
ration. The framework leverages lightweight onboard models for
real-time data processing and ground-based knowledge graphs for
advanced inference and cause analysis. To further enhance stability
within complex interconnected onboard systems, we propose a
prediction-based algorithm for LEO satellite networks that uses
joint spatio-temporal modeling to achieve accurate link predic-
tion. Additionally, we formulate an optimization problem aimed at
minimizing path distance variance and maximizing path stability
across LEO topologies, and we propose a heuristic path selec-
tion strategy to ensure efficient inter-satellite routing. Extensive
in-orbit deployments and simulation experiments demonstrate the
feasibility and effectiveness of the proposed framework. Satellite-
ground verification on the BUPT-1 satellite shows its ability to pro-
vide real-time services, while inter-satellite simulations using real
constellation data indicate significant improvements in response
latency and path stability. Compared with baseline methods, our
proposed method significantly reduces path jitter by up to 62.6%
and improves path availability by up to 17.3% across various LEO
constellations.

Index Terms—Knowledge service framework, LEO satellite
constellation, path selection optimization, satellite-ground
collaboration.
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I. INTRODUCTION

R ECENTLY, the rapid expansion of Low Earth Orbit (LEO)
satellite constellations has gained significant attention.

Companies such as Amazon and SpaceX [1] have committed to
deploying hundreds of small cubesats in LEO to achieve global
coverage. Currently, approximately 45% of LEO satellites are
dedicated to Earth observation [2], operating at altitudes of
around 500 km to collect high-resolution images and transmit
data to ground stations. However, satellite-ground communica-
tion faces significant challenges, including limited bandwidth
and frequent disruptions between satellite and ground [3][4],
leading to substantial data backlogs. Moreover, the visibility
window of these satellites is typically around 10 min per pass,
and the link reliability can fluctuate depending on the satellites’
elevation.

To address these limitations, startups like OrbitsEdge and Loft
Orbital have introduced the concept of “space infrastructure as
a service” by deploying satellites equipped with commercial
off-the-shelf (COTS) rack servers .1 Orbital edge computing [5],
[6] has consequently emerged as a complementary paradigm
to ground-based computing, enabling onboard computation and
real-time data processing.

Recent research has focused on deploying lightweight deep
learning models in LEO for real-time applications such as object
classification, disaster prediction, and fault diagnosis [7], [8].
However, the limited computational and storage capacities of
satellites and the scarcity of onboard training data pose signif-
icant challenges for purely data-driven models, often resulting
in inaccurate detection of unexpected or rare faults [9]. Existing
methods can identify affected services but often fail to reveal
the root causes of faults. Purely data-driven models deployed
onboard satellites are constrained by limited training data and
computational resources, which limit their ability to diagnose
unexpected or rare faults accurately. For instance, in satellite
power systems, a sudden voltage drop [10] in a solar array may
not indicate a fault in the array itself but could be caused by a
malfunction in the power distribution unit or a communication
error onboard computer. Such scenarios highlight the need for
an advanced knowledge service (KS) framework capable of
inferring the underlying causes of fault, especially in complex
interconnected onboard systems. By integrating data-driven in-
ference with a knowledge graph, the proposed KS framework

1https://datacenterfrontier.com/data-centers-above-the-clouds-colocation-
goes-to-space/
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can better capture system inter-dependencies and reduce mis-
classifications, thus providing more reliable fault analysis.

Motivated by the strengths of Knowledge Graphs (KGs) in im-
proving data integration, inference, and decision-making across
complex domains [11], we propose an efficient knowledge
service framework that combines data-driven and knowledge-
driven models in a satellite-ground collaborative system. This
framework ensures accurate service discovery by coordinat-
ing real-time onboard models with expert knowledge-based
inference at ground stations. Unlike existing satellite-ground
collaborative schemes, our framework offers two key advan-
tages: This framework constructs a comprehensive knowledge
graph; The framework employs lightweight models on satellites
for real-time service detection while leveraging ground-based
knowledge graphs, thus addressing the challenges of limited
communication resources and dynamic bandwidth variations.
In-orbit deployment and verification experiments on the BUPT-1
satellite demonstrate the feasibility of the proposed framework,
particularly in satellite-ground collaboration.

Meanwhile, establishing efficient and stable knowledge ser-
vice paths within LEO networks is crucial to the KS framework.
For example, such paths ensure seamless data transmission,
support real-time decision-making, and enhance the reliability
of satellite-ground collaboration in dynamic network environ-
ments. However, determining the optimal path strategy in dy-
namic LEO networks remains a significant challenge. Specifi-
cally, two key issues must be addressed:

(1) Accurately estimating links in LEO satellite networks is
inherently challenging due to the high speeds of satellites and the
dynamic nature of the network topology. Although the topology
of LEO networks can be relatively straightforward to estimate,
the dynamic and unpredictable communication conditions (e.g.,
interference, signal attenuation, and fluctuating link quality)
make it difficult to obtain accurate link information in real time.

(2) Selecting the optimal path strategy among satellites is
non-trivial. Different path selection strategies directly affect the
performance of knowledge service (e.g., latency). The presence
of numerous branching structures within LEO constellations
leads to exponential growth in the number of potential path
strategies. This exponential growth presents a substantial chal-
lenge in finding the optimal path strategy.

To address the above challenges, we develop a prediction-
based algorithm for LEO constellations that leverages joint
spatio-temporal modeling to capture the dynamic dependen-
cies of satellite networks. Specifically, the algorithm integrates
Graph Attention Network (GAT) [12]-based spatial feature ex-
traction and Long Short-Term Memory (LSTM)-based temporal
dynamics modeling to achieve more accurate link prediction.
Furthermore, to determine the optimal path selection strategy,
we formulate an optimization problem to minimize the path
variance and reliability across LEO topologies, enabling effi-
cient inter-satellite path selection. This problem is an integer
linear programming problem, making it impossible to solve in
polynomial time. To solve this problem efficiently, we propose
a heuristic path selection strategy to reduce complexity and
ensure path stability across various LEO satellite architectures.
To evaluate the effectiveness of the proposed algorithm, we

conduct extensive experiments using parameters derived from
actual satellite constellations. The results demonstrate that the
proposed algorithm reduces response time by accurately identi-
fying the path selection strategy.

Our main contributions are summarized as follows:
� We present an efficient knowledge service framework de-

signed to enhance service discovery in satellite-ground
collaborative systems.

� We propose a prediction-based algorithm for satellite
networks, leveraging joint spatio-temporal modeling to
achieve accurate link prediction. Furthermore, we for-
mulate the inter-satellite path selection problem, which
presents high complexity. We also propose a heuristic-
based path selection strategy to ensure path stability.

� We conduct extensive performance analysis using pa-
rameters derived from real-world satellite constellations,
demonstrating that the proposed framework significantly
reduces response latency and improves path stability com-
pared to baseline methods.

� We deploy the proposed framework on the BUPT-1 satel-
lite, verifying the feasibility of this framework and demon-
strating its potential to improve the operation of LEO
satellite constellations.

The remainder of this paper is organized as fol-
lows: Section II details the proposed framework,
Section III presents the ISL optimization algorithm,
Section IV and Section V discuss the experimental evaluation
and satellite-ground verification, Section VI reviews related
work, and Section VII discusses and concludes the paper.

II. KNOWLEDGE SERVICE FRAMEWORK

A. Overview

This section overviews the software and hardware architec-
ture [13], as illustrated in Fig. 1. The KS framework is designed
to support multi-scenario KS based on a satellite-ground col-
laborative system. We first present an overview of the overall
system before addressing specific challenges. The framework
consists of three main parts: the satellite, the LEO network, and
the ground station.

The satellite architecture is divided into three layers: the plat-
form, the onboard edge, and the application. The platform layer
includes computing units of the satellite, which provide services
for communication, payload, command and data handling. This
setup allows for the local processing and filtering of telemetry
data, especially when downlink capacity is limited. The edge
layer ensures reliable onboard computing under harsh space
conditions and enables efficient collaboration within the satellite
network. The application layer enables advanced functions that
are supported by ground-based KS.

The ground station architecture consists of three main com-
ponents: the ground infrastructure, the KS layer, and ground
applications. The ground infrastructure supplies all cloud com-
puting resources necessary to support the satellite-dependent
components, employing containerization technologies to run
services and components in isolated environments. The KS layer
delivers comprehensive KS, performing knowledge modeling
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Fig. 1. Framework of the satellite-ground collaborative knowledge service.

and management tailored to various scenarios. Based on these
layers, the ground application layer provides diverse intelligent
functions. The ground-based KS component is the key part of
the framework. It manages KGs, enabling knowledge extraction,
fusion, and storage. Knowledge computing uses algorithms to
discover explicit and implicit knowledge, identify patterns, and
create rules that support semantic understanding and graph
mining. Additionally, it offers user-friendly interfaces for vi-
sualization and information retrieval.

Satellite-ground Communication mainly uses the protocols
specified by Consultative Committee for Space Data Systems
(CCSDS). The CCSDS is an international organization that
develops standardized protocols for space data systems, ensuring
interoperability and efficient communication between satellites
and ground stations. CCSDS protocols are widely adopted in
space tasks due to their robustness, scalability, and ability to
handle the unique challenges of space communication, such as
long distances, signal delays, and limited bandwidth. The use
of 5 G Non-Terrestrial Network technology allows end-to-end
communication without the need for additional ground infras-
tructure. This optimizes the use of onboard networking, compu-
tation, storage resources and provides KS more effectively.

B. Knowledge Graph Construction

A structured and semantically rich representation of knowl-
edge is essential for advanced inference, decision-making, and
intelligent applications. The knowledge graph is the core of
the framework, providing a unified way to manage and utilize
knowledge. By organizing information as connected semantic
triples (subject-predicate-object relationships, e.g., “Satellite A

TABLE I
ENTITY TYPES IN THE KNOWLEDGE GRAPH

TABLE II
RELATIONSHIP TYPES IN THE KNOWLEDGE GRAPH

- has a fault - Solar Array”), the knowledge graph captures
complex relationships, integrates heterogeneous data sources,
and supports scalable and flexible knowledge-based services. Its
capability to infer relationships from limited data and manage
ambiguous or incomplete information makes it a powerful tool
for knowledge representation and inference in complex systems.

The schema of the knowledge graph is defined with multiple
entities and relationships, as shown in Tables I and II. Entities
are represented as nodes, while relationships are stored in triple
format. Standardizing entity names simplifies knowledge fusion
across different data sources, enabling the extraction of attributes
such as event types, timestamps, and corresponding actions. The
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Fig. 2. Pipeline of knowledge service framework.

framework facilitates entity alignment and inference tasks by
integrating diverse knowledge sources.

C. Knowledge Service Pipeline

The KS pipeline comprises six steps between satellites and
the ground station, as illustrated in Fig. 2:

1© Data Acquisition: The satellite employs onboard sensors
to collect telemetry data, such as motor voltage, system voltage,
and friction torque, to monitor subsystem status.

2©Model Inference: The satellite utilizes lightweight onboard
models to analyze the collected data and identify potential
requests.

3© Service Request: The satellite initiates a service request by
periodically calculating routes to establish Inter-satellite links
(ISLs). It then transmits the requests and associated operational
data.

4©Knowledge Query: Based on the transmitted data, the cen-
tral controller formulates query statements to retrieve relevant
knowledge from the knowledge graph.

5© Knowledge Inference: The ground station queries the
knowledge graph to derive actionable insights, such as potential
causes and mitigation recommendations.

6©Service Feedback: If the recommendations are adopted, the
ground station transmits control instructions back to the satellite
through the satellite-ground and ISLs so that the satellite can
implement the suggested measures.

D. Service Response Time

Based on the KS pipeline, the target satellite initiates
communication with the ground station to execute tasks.
As illustrated in Fig. 3, the satellite establishes two types
of communication links: ISLs and up-down links (UDLs).
For instance, satellite SAT1 communicates with SAT5 via
ISLs, while SAT5 communicates with the ground station

Fig. 3. Communication between satellites and ground stations under a dy-
namic network topology.

through UDLs. When the ground station moves out of SAT5’s
coverage area, UDLs seamlessly switches to SAT3 to maintain
connectivity. The total latency is computed as

Ttotal = Tisl1 + Tdc + Tkc + Tul + Tisl2, (1)

where Tisl1 represents the inter-satellite communication time
from the target satellite to the access satellite, Tdc denotes the
downlink communication time from the access satellite to the
ground station, Tkc signifies the knowledge computing time
at the ground station, Tul indicates the uplink communication
time from the ground station to the access satellite, and Tisl2

is the communication time from the access satellite back to the
target satellite.

III. EFFICIENT AND STABLE INTER-SATELLITE LINK

OPTIMIZATION

This section formulates the ISL optimization problem under
dynamic satellite topologies, introduces a spatio-temporal link
prediction framework, and presents a Pareto-based evolutionary
algorithm for optimal path selection. Theoretical analysis of
computational complexity is also provided.
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A. Problem Description

ISLs play a critical role in the overall KS process, as their
performance directly determines data transmission efficiency
and total service response time. Ensuring low latency and stable
communication within the KS pipeline is therefore essential
for optimal system performance. ISL latency times (i.e., Tisl1

and Tisl2) are largely determined by the scale and topology
of the satellite constellation. Although ISLs can support data
transmission rates of several hundred Gbps, propagation delay
remains the main factor influencing communication latency,
particularly for small data packets.

Due to the rapid movement of large-scale LEO constellations,
all satellites operate within a highly dynamic network topol-
ogy. Consequently, the neighboring satellites that maintain ISLs
change over time as link visibility varies. As depicted in Fig. 3,
this dynamic environment highlights the critical importance of
selecting appropriate neighboring satellites to establish reliable
communication links. Optimizing ISL configurations is thus
essential to ensure continuous communication paths and to
maintain the integrity of the KS framework. By strategically
selecting the most suitable neighboring satellites for link estab-
lishment, the system ensures timely knowledge inference and
feedback, thereby improving overall network performance.

B. Spatio-Temporal Prediction Mechanism

To calculate the inter-satellite propagation delay, we first
identify an access satellite, which is defined as the satellite
with the longest communication time to the ground station. The
communication time between a LEO satellite and the ground
station is given by

Tdc =
Ldc

vs
, (2)

where vs is the orbital speed of the LEO satellite, and Ldc is the
arc length over which the ground station can communicate with
the satellite, calculated as

Ldc = 2 · (Re + h) · α, (3)

where α is the geocentric angle corresponding to the satellite’s
coverage area, h is the orbital altitude above the ground station,
Re denotes the radius of the Earth.

In this work, the ISL topology adopts the +Grid configura-
tion [14], in which each satellite connects to two neighboring
satellites in the same orbital plane and two in adjacent orbital
planes. This configuration allows each satellite to maintain
point-to-point communication with up to four other satellites
simultaneously. The dynamic satellite network is modeled as
a spatio-temporal graph Gt = {Vt, Et}, where Vt represents
satellite nodes and Et denotes links between satellites at time t.
Although connections between LEO satellites typically change
every few minutes, the overall constellation topology can be
assumed static within a single time interval.

Our primary objective is to predict the future state of the
graphGt+1,Gt+2, . . . ,Gt+T based on historical ISL information
within the planning horizon T , specifically determining whether
a link eij exists between satellite nodes i and j at each future
time step. Since the orbits and trajectories of LEO constellations

TABLE III
LIST OF MAIN NOTATIONS

with ISLs are generally predefined and regular to ensure stabil-
ity and reliability, these spatio-temporal characteristics can be
exploited to enhance the forecasting capability of the proposed
algorithm.

1) Spatio-Temporal Mixing: To address the challenges posed
by frequent topology changes, we propose a Spatio-Temporal
Mixing (STM) mechanism. STM mechanism integrates multiple
types of spatio-temporal features (such as orbital parameters
and historical link states) to improve the accuracy of predicting
satellite service requirements. Specifically designed for spatio-
temporal data, this mechanism effectively captures and forecasts
the dynamic evolution of network topologies. In the context of
link prediction, STM mechanism evaluates the likelihood that a
valid link exists between any two satellites. A link is considered
valid if its predicted probability exceeds a predefined confidence
threshold, ensuring the system remains remains robust to fre-
quent topology changes and maintains reliable communication
as satellites move.

The accuracy of link prediction depends on both spatial and
temporal factors. Spatial factors include orbital parameters such
as altitude, inclination, and relative position to Earth and the Sun.
Temporal factors, such as the rotation of Earth and user require-
ment variations, can cause periodic changes in link availability.
To fully capture these dynamics, our STM mechanism jointly
models spatial and temporal influences. Some main notations
and related descriptions are summarized in Table III.

The STM Network integrates GAT-based spatial feature ex-
traction with LSTM-based temporal dynamics modeling. As
illustrated in Fig. 4, the workflow comprises the following key
steps:

1© Spatial Feature Extraction: Satellite node embeddings H′
t

are updated using GAT to capture spatial dependencies within
the constellation.

2© Temporal Dependency Modeling: The spatially-enhanced
embeddings H′

t are processed by an LSTM network to model
sequential dynamics, capturing temporal correlations over time.

3© Link Prediction: A decoder estimates the probabil-
ity of each link eij ∈ Et+k (k ∈ {1, 2, . . . , T}) based on the

embedding structures processed p(e
(t+k)
ij ) = σ(MLP(H′′

t (i) ‖
H′′

t (j))), where Multilayer Perceptron (MLP) is a fully con-
nected feedforward neural network that transforms input fea-
tures through multiple nonlinear layers, and ‖ represents the
concatenation operator.
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Fig. 4. Architecture of the STM Mechanism.

4© Link Availability Determination: The link eij between
satellite i and j at time t+ k is considered available if the pre-
dicted probability satisfies the threshold condition, i.e., a(t+k)

ij =

1 if p(e(t+k)
ij ) ≥ δ, and a

(t+k)
ij = 0 otherwise.

2) Spatial Feature Modeling: Graph Attention Networks: In
LEO constellations, accurately modeling spatial dependencies is
crucial for reliable link prediction. Standard Graph Convolution
Network (GCNs) aggregate information from neighboring nodes
to learn local structural patterns [15]. The feature matrix after
GCN processing is given by

H′
t = σ

(
ÃHtW

)
, (4)

where Ht represents the raw feature matrix (e.g., 3D position,
semi-major axis, orbital inclination) for all satellites at time t;
Ã is the binary adjacency matrix encoding connectivity (1 for
connected, 0 otherwise); W is a learnable weight matrix that
transforms the input features into a new feature space; and σ(·)
is a non-linear activation function.

While GCNs local topological structure effectively, their fixed
aggregation weights limit their ability to adapt to the dynamic
conditions typical of LEO networks. To overcome this, we adopt
a GAT-based approach, which dynamically adjusts the aggrega-
tion weights through an attention mechanism, allowing flexible
assignment of different weights to the ISLs. This mechanism
effectively accommodates dynamic variations in LEO satellite
network. Specifically, each attention coefficient αij quantifies
the relevance of neighboring satellite vj to vi. By GAT, we
redesign the feature matrix of satellite as

H′
t(i) = σ

⎛
⎝ ∑

j∈N (vi)

αijWt(j)

⎞
⎠ , (5)

αij = softmaxj

(
LeakyReLU

(
aT [Wt(i) ‖ Wt(j)]

))
,
(6)

where a is a learnable vector and ‖ denotes concatenation.
This adaptive attention ensures that more relevant neighbors

exert greater influence during feature aggregation, while less rel-
evant nodes are suppressed. These weights are computed in real
time based on the relevance of neighboring nodes, ensuring that

significant neighbors have a greater influence while irrelevant
ones are suppressed.2

3) Temporal Feature Modeling: LSTM-Based Temporal En-
coding: To capture the temporal evolution of ISLs and periodic
orbital patterns, we employ an LSTM network [16], which
captures complex temporal dependencies and long-term trends
in time-series data, which are essential for predicting future de-
mand based on historical usage. The LSTM processes sequential
feature matrices and learns the temporal dependencies, which is
denoted by:

H′′
t = LSTM

(
H′′

t−1,H
′
t

)
, (7)

whereH′
t is the spatial feature at time t, andH′′

t−1 is the temporal
feature from the previous time step t− 1.

The LSTM network processes the sequential input
{H′

1,H
′
2, . . . ,H

′
k, . . . ,H

′
T } over time, enabling the model to

learn the temporal dependencies that are crucial to predict link
quality. By iteratively encoding historical states and current ob-
servations, the LSTM network generates temporal embeddings
that capture both short-term dynamics (e.g., link connection and
disconnection) and long-term patterns (e.g., orbital periodicity).
These temporal embeddings H′′

t are then combined with spatial
features extracted by the GAT to form a unified representation,
thus significantly improving the accuracy of link prediction. This
enables the proposed optimizer to construct future-valid paths
by leveraging probabilistic link forecasts within the planning
horizon T . By integrating LSTM-based temporal modeling with
GAT-based spatial modeling, the framework effectively captures
dynamic changes and static dependencies in LEO satellite con-
stellations.

C. Optimal Path Selection Policy

In LEO constellations, the establishment of stable paths
is essential for constructing a highly reliable KS framework.
The dynamic nature of satellite networks, driven by frequent
topology changes due to satellite movement and environmental

2In this paper, we assume all satellites are identical; however, the analysis
is valid even if the satellites are heterogeneous. In such cases, weights can
be appropriately selected based on factors such as power, communication
bandwidth, etc., to define the importance of neighboring nodes.
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variations, necessitates adaptive routing strategies. Traditional
static routing methods often perform suboptimally under such
conditions. By leveraging the predicted availability of links
across the planning horizon, the algorithm identifies candidate
communication paths to construct optimal routes, ensuring that
routing adapts to the continuously changing network topology.
We formulate a multi-objective optimization problem to simul-
taneously minimize path distance variation and maximize path
stability, and propose an NSGA-II based evolutionary algorithm
to efficiently solve it.

1) Problem Formulation: To minimize the variation of the
path distance and maximize the stability of the path within the
planning horizonT , we formulate a multi-objective optimization
problem to identify the optimal set of links P∗. The objective
function for path length variation is defined as follows:

f1(P) =
1

T

T∑
k=1

(
dt+k(P)− d̄(P)

)2
, (8)

where dt+k(P) represents the total length of the candidate path
P in topology snapshot at time t+ k, and d̄(P) is the mean path
length across all time steps within the planning horizon, given
by

d̄(P) =
1

T

T∑
k=1

dt+k(P). (9)

The second objective ensures that the links that form the
path remain active across all topologies, thereby minimizing the
likelihood of disconnections. The objective function for path
stability is given by:

f2(P) = − 1

|P|
1

T

∑
eij∈P

T∑
k=1

a
(t+k)
ij , (10)

where P is the set of links that form the path, and a
(t+k)
ij is the

binary availability variable for link eij at time t+ k determined

by the STM mechanism (1 if available based on p(e
(t+k)
ij ) ≥ δ,

0 otherwise).
The overall optimization combines these two objectives,

weighted by coefficients λ1 and λ2, which can be expressed as

min
P

F = λ1f1(P) + λ2f2(P). (11)

The goal is to find the optimal path P∗ that minimizes this
combined objective, subject to the following two constraints:

1) Connectivity Constraint: The selected links must maintain
a valid path between the source and destination satellite
nodes across all time steps in the planning horizon.

2) Path Length Constraint: The total path length LP must
lie within an acceptable range, i.e., LP ∈ [Lmin, Lmax],
where Lmin and Lmax define the allowed length bounds
respectively.

2) Analysis and Solution: The optimization problem is for-
mulated as a 0-1 integer linear programming (ILP) problem,
which is NP-Hard due to the exponential growth of potential path
combinations in LEO constellations. To address this complexity,
we adopt the NSGA-II algorithm [17], a well-established heuris-
tic for multi-objective optimization. We adapt this approach

Algorithm 1: Optimal Path Selection Algorithm.

by embedding the weighted sum of objectives into a nonlinear
fitness function for evaluation, while selection remains governed
by non-dominated ranking and crowding distance.

In this work, the fitness of each candidate path is evaluated
based on two conflicting objectives: the average fluctuation of
path length and the path stability. Unlike scalar-based ranking
methods that sort solely by the fitness, NSGA-II adopts a
Pareto-based selection strategy that better handles the trade-off.
Each individual solution is evaluated in the objective space
and assigned a non-dominated rank through Pareto sorting.
Solutions in the first front are not dominated by any other
solutions and represent the best current trade-offs. Subsequent
fronts contain solutions dominated only by those in earlier
fronts. This ranking ensures that selection prioritizes globally
superior trade-offs rather than local optima in the weighted sum.
Within each front, we compute the crowding distance of each
solution to encourage diversity. This metric measures the density
of solutions around a given point in the objective space, with
larger values indicating more isolated and thus more diverse
candidates. Selection is performed via tournament selection that
considers both rank and crowding distance: individuals with
lower non-dominated rank are always preferred, and ties are
broken in favor of higher crowding distance. This rank-based
approach replaces traditional fitness minimization and ensures
both convergence and diversity.

As illustrated in Algorithm 1, the proposed algorithm starts
by generating an initial population of Psize random paths con-
necting the source satellite s to the destination satellite d. In each
generation, candidate paths are evaluated using both objective
functions. Non-dominated sorting and crowding distance guide
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the selection process. Crossover and mutation operations gen-
erate offspring, and the population is updated by selecting the
best individuals from the combined parent-offspring pool. This
evolutionary process continues for G generations. Finally, the
algorithm returns one or more optimal paths from the first front
as the solution set P∗, providing a robust trade-off between path
stability and the variation in distance.

D. Complexity of Proposed Algorithm

The complexity of the proposed algorithm is primarily de-
termined by the population size Ps, the number of genera-
tions G, and the average path length LP . In each generation,
non-dominated sorting requires O(P 2

s ) time, while crowding
distance calculation incurs O(Ps logPs). Genetic operations,
including tournament selection, crossover, and mutation, are
applied to Ps individuals, with per-individual cost proportional
to the path length, yielding a total of O(Ps · LP). Hence, the
overall time complexity across all generations is O(G · (P 2

s +
Ps logPs + PLP)). Assuming that LP = O(1), which holds in
practice as the number of hops between LEO satellites remains
bounded by geometric constraints and communication radius
limitations, the dominant term is O(G · P 2

s ). To maintain com-
putational tractability for large-scale constellations, we set Ps =
50 and G = 100, resulting in 5,000 candidate path evaluations
per run. Empirical results show that the GPU-accelerated imple-
mentation converges within 3–6 seconds for constellations of up
to 1,500 satellites.

IV. EVALUATION

This section first describes the simulation setup and then eval-
uates the performance of the STM mechanism and the optimal
path selection policy.

A. Simulation Setup

We used two-line element (TLE) data for several open mul-
tiple satellite constellations3 to provide accurate positional and
orbital information. The TLE data were processed using the Sys-
tems Tool Kit (STK) for detailed link simulations. Simulations
were conducted on a high performance workstation equipped
with an NVIDIA GeForce RTX 3090 GPU and an Intel Xeon
W-2245 CPU. We evaluated our approach on three representative
LEO constellations: Globalstar, Iridium, and OneWeb. The sim-
ulation parameters and their values are summarized in Table IV.

B. Baselines

1) To evaluate the performance of STM mechanism for link
prediction, we compared it with the following approaches:
a) Temporal Convolution Only (TCO): The approach in-

cludes only the temporal convolution module to cap-
ture the dynamics of sequential data. This comparison
removes the GAT module of STM mechanism, retain-
ing solely the temporal convolution component.

b) Graph Convolution Network (GCN): This variant re-
places the GAT with a standard GCN for spatial

3https://celestrak.org/NORAD/elements/

TABLE IV
PARAMETER SETTINGS

modeling while retaining the temporal convolution
module. This comparison evaluates the relative per-
formance of GAT and standard GCN as spatial feature
extraction methods.

2) To evaluate the performance of the proposed optimal path
selection algorithm, we compared it with the following
approaches:
a) Static Dijkstra Path (SDP) [18]: This algorithm com-

putes the shortest path by traversing each topological
graph. However, it does not adapt to dynamic network
changes, which can lead to suboptimal paths in highly
dynamic environments.

b) Dynamic Bellman-Ford Path (DBFP) [19]: This al-
gorithm accommodates time-varying network topolo-
gies by dynamically recalculating shortest paths as
edge weights change. It incrementally updates path
information as the network evolves. However, DBFP
focuses exclusively on shortest path calculation and
does not explicitly consider multi-objective trade-offs,
such as the optimization of the distance jitter and the
path stability.

C. Metrics

This subsection presents the metrics used to evaluate the
performance in dynamic satellite networks, focusing on two
main aspects: the link prediction accuracy of the proposed STM
mechanism and the performance of the optimal path selection
algorithm.
� Link Prediction Accuracy: Accuracy, precision, recall, and

F1-Score are used to evaluate the performance of the link
prediction model. Collectively, these metrics evaluate the
performance to correctly predict the presence or absence
of ISLs [20].

� Path Selection Metrics:
– Average Path Jitter (APJ): This metric quantifies the

fluctuation in latency along the path across different
topologies. It evaluates path stability by calculating
the standard deviation of the communication delay (in
milliseconds). Lower jitter indicates more stable com-
munication under dynamic conditions, demonstrating
the path’s ability to maintain consistent performance
despite network changes.
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Fig. 5. Link prediction for the Iridium constellation. Class 0 indicates predicted disconnected links, while Class 1 indicates predicted connected links. (a) Accuracy
(b) Precision (c) Recall (d) F1 Score

TABLE V
COMPARISON OF BASELINE METHODS FOR DIFFERENT SATELLITE CONSTELLATIONS

– Average Path Availability (APA): This metric evaluates
the reliability of the path connectivity by measuring
how consistently the path remains operational during
the observation period. It is calculated as the ratio of
the time the path is available to the total observation
time. Higher path availability indicates more reliable,
continuous connectivity.

D. Evaluational Results

The simulation results demonstrate the advantages of the STM
mechanism in predicting the connectivity of satellites and the
proposed heuristic algorithm in optimizing KS paths in large-
scale satellite constellations.

Our algorithm enhances path stability and reduces path
length variation: The proposed heuristic solution significantly
improves in performance, leading to more stable and efficient
network performance. As illustrated in Table V, by effectively
minimizing path length variation and demonstrating superior
resilience to satellite constellations, the heuristic solution out-
performs traditional algorithms such as DBFP. In this work,
the algorithm employs a balanced weighting combination of
λ1 = λ2 = 0.5 to optimize both path stability and latency. In the
Iridium constellation, our method achieves an APJ of 42.5 ms
and an APA of 97.5%. Compared to the SDP method, our
approach reduces the APJ by 62.6% and increases the APA by

17.3%. Similarly, compared to the DBFP method, our method
improves these two metrics by 56.9% and 15.2%, respectively.
These results demonstrate that our algorithm significantly en-
hances both path stability and availability, making it highly
effective for dynamic satellite networks. This enhanced stability
ensures robust and reliable communication channels, even under
significant changes in the satellite constellation.

Our algorithm enhances link prediction accuracy: As illus-
trated in Fig. 5, our STM mechanism outperforms baseline
methods by effectively capturing spatio-temporal correlations of
satellite interlinks. While prediction accuracy slightly decreases
with larger constellations due to increased complexity, it remains
robust. The model excels at predicting disconnected links, often
caused by predictable events like loss of line-of-sight, whereas
predicting connected links is more challenging due to the dy-
namic nature. For example, in the Iridium constellation, the
STM mechanism achieves an accuracy of 94.7%, with precision
and recall values of 93.8% and 94.2%, respectively. Fig. 6 illus-
trates the prediction accuracy of different satellite constellations.
The slight decrease in performance for OneWeb highlights the
challenges posed by larger and more complex networks. How-
ever, the model’s ability to maintain robust performance across
diverse constellations underscores its effectiveness in different
configuration.

Additionally, as illustrated in Fig. 7, we investigate the impact
of different λ combinations on APJ and APA. For example,
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Fig. 6. Verification results for different constellations. The indicators for connection and disconnection prediction for each constellation are shown. The left bars
represent disconnection predictions, while the right bars represent connection predictions. (a) Globalstar (b) Iridium (c) OneWeb

Fig. 7. Impact of varying λ1 and λ2 on APJ and APA for the optimal path selection algorithm in various satellite constellations. (a) Globalstar (b) Iridium (c)
OneWeb

TABLE VI
PERFORMANCE UNDER DIFFERENT SATELLITE CONSTELLATIONS

higher λ1 values (e.g., λ1 = 0.7, λ2 = 0.3) prioritize low jitter
with slightly reduced availability, while higher λ2 values (e.g.,
λ1 = 0.3, λ2 = 0.7) achieve higher availability with a slight
increase in jitter. This demonstrates the algorithm’s flexibility
in adapting to diverse task requirements.

Our algorithm maintains superior performance across var-
ious constellation configurations: Our STM mechanism, com-
bined with the path selection algorithm, effectively optimizes
ISL paths across multiple constellations. As illustrated in Ta-
ble VI, our approach improves critical metrics such as ISL
propagation delay, coverage waiting time, path jitter and avail-
ability. For instance, the Starlink constellation, comprising 1,584
satellites, achieves a high path availability and a low path jitter.

The STM mechanism significantly enhances communication
performance, ensuring efficient and reliable inter-satellite con-
nectivity across diverse satellite configurations.

V. SATELLITE-GROUND VERIFICATION

To evaluate the feasibility of our KS framework, we
implemented a fault diagnosis system on the BUPT-1 satellite,
part of the TianSuan constellation.4 The system utilizes a
local cloud platform and utilizes X-band communication
for satellite-ground connectivity. During the satellite-ground

4www.tiansuan.org.cn
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Fig. 8. System architecture based on KubeEdge for cloud–edge collaboration.

testing phase, we demonstrated the response speed and
accuracy of the system in handling actual fault cases. In the
inter-satellite simulation phase, we tested the interactions and
link optimization capabilities of the system within a complex,
dynamic inter-satellite network.

A. System Deployment and Architecture

We implemented a KubeEdge-based system [21] for cloud-
edge collaboration. As shown in Fig. 8, the cloud side uses
ground servers as the control plane, with the LEO satellite
serving as an edge node, enabling collaborative reasoning on the
cloud edge. The system adopts the B/S architecture to facilitate
data access, storage, management, analysis, and visualization.

The satellite-end system is deployed on the dedicated space-
grade computer of BUPT-1, providing edge services, such as
telemetry monitoring, real-time fault detection, routing calcula-
tion, and data transmission. This system comprises sensors, an
MQTT broker, an edge core, and docker components. The sensor
monitors satellite status data and transmits them to the MQTT
broker via a message queue. The edge core handles workload
execution, device management, and message processing on the
edge node. It receives and executes commands from the cloud
core while sending the status and heartbeats of the satellite edge
nodes. Docker uses pods as the smallest deployable and manage-
able computing units, encapsulating satellite services as a pod
and deploying them on a worker node. To achieve stable and
low-latency satellite-ground communication, we implemented
the delivery of IP datagrams on the spatial link layer protocols of
CCSDS. Satellite applications can access extensive resources on
ground servers through a proxy server using the User Datagram
Protocol (UDP).

The ground-end system is deployed on a central controller
using a Linux server and a Neo4j database to manage the
knowledge graph. The ground server continuously monitors
the data packets forwarded by the proxy server in real-time

Fig. 9. Visual interface of fault diagnosis.

and deploys multiple microservices to process various requests
collaboratively. The cloud core within the master coordinates
edge-side microservices, device management, message routing,
and cloud-edge synchronization. The cloud core also interacts
with the Kubernetes control plane for global coordination and
device management. The Docker component on the cloud side
deploys microservices in different pods, including satellite mon-
itoring, fault diagnosis, location, and attribution. Upon receiving
real-time requests from the satellite, the server initiates a query
on the knowledge graph and then calls the UDP service to
forward the results back to the satellite. The intermediate data for
fault diagnosis are recorded in the relational database. To aid in
decision-making, the system provides a user-friendly interactive
visual interface, enabling users to intuitively understand the
satellite operation status and view fault inference results and
detailed traceability information.

B. Fault Diagnosis and Response

To verify the functionality of the proposed system, BUPT-
1 satellite connected to the Tongchuan station on March 20,
2023. Control signaling was then delivered through the satellite-
ground communication network to enable the call process be-
tween the satellite and the ground station. We selected mo-
mentum wheel fault diagnosis as a test case, as illustrated in
Fig. 9. The primary goal of this test was to evaluate the real-
time fault detection and response speed. Initially, the system
performed real-time monitoring of payload telemetry. The on-
board application automatically identified a momentum wheel
fault and sent control commands to the edge network proxy
to establish satellite-ground communication. Crucially, the on-
board application transmitted the fault information, along with
other operational statuses (e.g., control circuit, gyroscope, and
related components), to the ground server. Simultaneously, the
ground server monitored the downlink data and triggered a
fault alarm to notify the technician. The fault diagnosis mod-
ule then suggested potential fault causes, presenting clear ex-
planations through a knowledge graph. Additionally, the vi-
sualized interface provided fault records, detailed reasoning
processes, similar fault cases, and relevant documentation to
support decision-making. This setup was designed to validate
the real-time fault detection and its ability to quickly analyze
faults.
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TABLE VII
LATENCY FOR DIFFERENT PACKETS

We conducted ten tests targeting various faults. Table VII
shows the performance of data transmission and inference de-
lay. The packet size of the ten downlink requests ranged from
approximately 50 to 200 bytes. The result validates that data
transmission is controlled at a low level, saving the bandwidth
of the satellite-ground communication link. The maximum delay
for the downstream Tdc and upstream links Tul was under
1.2 seconds. The inference delay on the ground server Tkc

averaged 0.1 seconds. The total delay ranged from 1.59 sec-
onds to 2.24 seconds, with an average delay of 1.88 seconds,
confirming the capability of the framework for fast KS. On-
board experiments on BUPT-1 revealed that the total service
time is significantly shorter than the 6-8 minute satellite-ground
communication window, provided the satellite can access the
ground station. However, due to Earth’s rotation and high-speed
movement of the satellite, BUPT-1 satellite revisits the same
ground station every 26 hours. This can result in potential delays
for service requests awaiting transmission of fault status through
the satellite-ground link.

VI. RELATED WORK

A. Satellite Knowledge Service

Satellite KS aim to enhance system reliability and task per-
formance through effective information management and intel-
ligent inference. Recent advances in Big Data [22][23], artificial
intelligence (AI) [24], [25], and cloud computing [26] have
significantly driven progress in this field.

The effective integration and management of satellite data
are essential for maximizing the utility of satellite systems,
which generate large volumes of heterogeneous data [27], in-
cluding remote sensing images [28], attitude data [29], and
environmental information [30]. To address these challenges, Li
et al. [31] proposed a cloud-based data management framework
that enables unified access and efficient processing of satellite
data. Building on this, Zhang et al. [32] demonstrated that data
fusion techniques can improve the availability and accuracy of
remote sensing data by combining information from multiple
sources. Furthermore, Lin et al. [33] introduced a federated

learning framework for LEO satellites, which effectively ad-
dresses resource heterogeneity, communication constraints, and
model staleness to improve overall processing efficiency.

Intelligent decision support systems are crucial in satellite
task planning [34][35]. For example, Zhang et al. [36] employed
multi-agent reinforcement learning to improve the efficiency
and success rate of multi-satellite missions. Li et al. [37] in-
troduced an online micro-batch scheduling framework with a
pre-trained reinforcement learning model to optimize the Earth
observation satellite task scheduling. Wu et al. [38] proposed a
dynamic task planning method for multi-source remote sensing
satellites, optimizing target scheduling and resource use. Col-
lectively, these methods improve satellite operational efficiency
and task planning effectiveness. However, existing methods
that rely on reinforcement learning and dynamic scheduling
still face limitations regarding scalability and adaptability in
highly dynamic environments. To address this gap, our approach
combines lightweight onboard models with knowledge graphs
on the ground, enabling scalable and adaptive task execution in
dynamic satellite networks.

B. Dynamic Satellite Network

Research on dynamic satellite networks primarily focuses on
optimizing performance [39], reliability [40], [41], and resource
utilization [42], [43]. A significant body of work addresses
network architecture [44] and performance evaluation within
flexible environments, employing adaptive algorithms and re-
inforcement learning [45] to facilitate real-time topology. Lyu
et al. [46] introduced a constrained multi-agent reinforcement
learning algorithm for satellite routing that optimizes packet
delay, energy efficiency, and packet loss constraints. Building
on this foundation, Mao et al. [44] incorporated regional net-
work partitioning and adaptive mechanisms to enhance routing
efficiency and meet diverse quality of service requirements.

The increasing demand for high-speed, reliable satellite com-
munication in remote regions, along with the growing volume of
data generated by modern applications such as real-time imaging
and global internet coverage, has made efficient satellite data
transmission an urgent challenge [47]. Lin et al. [48] proposed
a specific time-evolution diagram model with a continuous
two-stage heuristic algorithm to optimize transmission schedul-
ing, effectively addressing the scheduling challenges faced by
LEO imaging satellites. Regarding resource management, Zhao
et al. [49] presented a decentralized resource allocation strat-
egy for multi-satellite networks, optimizing transmit power and
beam patterns to minimize traffic mismatch.

In terms of security [50], Deng et al. [51] developed a
blockchain-based Privacy Protection Protocol that leverages
smart contracts to secure cross-platform information dissemi-
nation in LEO satellite networks. This protocol enhances query
efficiency and privacy control and improves resistance against
malicious attacks while reducing on-chain transaction delays.
While existing studies have significantly advanced the perfor-
mance and security of dynamic satellite networks, they still
face challenges in handling complex topology changes and
making real-time decisions. To address these issues, our model
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employs spatio-temporal modeling and optimization, enabling
accurate real-time link prediction and path selection in dynamic
environments.

VII. DISCUSSION AND CONCLUSION

To address the growing demand for efficient and stable knowl-
edge services, we have developed a novel framework that im-
proves satellite-ground collaboration. The proposed approach
integrates advanced spatio-temporal modeling and optimization
techniques to tackle challenges such as dynamic network topolo-
gies and limited communication resources. Experimental results
demonstrate that the performance of our proposed framework
outperforms baselines.

Our current implementation has two main limitations. First, it
assumes reliable ground contact for knowledge inference, mean-
ing that it would require enhancements such as local caching
or on-board knowledge bases to maintain capabilities during
prolonged disconnections. Second, while effective, our heuristic
is not proven optimal; highly dynamic network conditions might
benefit from more advanced algorithms or adaptive machine
learning methods to improve stability and efficiency. Future
work will address these issues by exploring collaborative knowl-
edge sharing among satellites, including developing distributed
knowledge graphs and enabling inter-satellite inference sharing.
To scale the framework for large constellations, we will also
investigate hierarchical or cluster-based approaches to maintain
computational efficiency and robustness.
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