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Abstract

Cloud computing has gained a lot of momentum in recent years. Its vision is to offer computing
power as a utility implying sheerly unlimited and instantly provisioned resources for customers.
However, there are a lot of obstacles towards these goals. This thesis tackles two of them related
to Service Level Agreements (SLAs): adaptive SLA mapping, and resource- and energy-efficient
SLA enactment.

A Cloud provider who wants to offer computing resources signs an SLA with the customer.
In this SLA the provider states the Quality of Service (QoS) she will guarantee, the price the
customer will have to pay, and the penalty the provider will have to pay in case she breaches
the QoS guarantees. The customer has his own SLA with the QoS guarantees he wants, and the
prices he is willing to pay. Matching these bids and asks is especially hard as non-standardized
varying definitions of computing resources in electronic markets cause a large variety of different
SLAs. Moreover, these SLAs are typically bound to internal business processes and, therefore,
cannot be altered easily.

In this thesis we use SLA templates and SLA mappings that allow providers and customers
to map parameters of their SLAs to each other without changing the original ones. From these
mappings we learn user preferences and are able to generate and adapt public SLA templates
that reflect the users’ needs and help to standardize SLAs. We present a cost-benefit analysis of
this approach and evaluate various learning and adaptation strategies.

Furthermore, after bids and asks have been matched and the SLA has been signed, the Cloud
provider has to keep up to her promises to avoid SLA penalties – despite all the dynamism
of workload changes. On the other hand, also under-utilization of resources and high energy
wastage are big cost factors in large-scale distributed systems. Consequently, a Cloud provider
aims at minimizing SLA violations, maximizing resource utilization, and minimizing energy
wastage. However, this is not straightforward as Cloud computing infrastructures consist of
many differently configurable elements as applications, virtual machines (VMs), physical ma-
chines (PMs), and also other Cloud providers, to which applications can be outsourced. This
leads to a plethora of possible reconfiguration and reallocation actions of these elements and the
resources they are assigned to. Many of the resulting problems are typically NP-hard.

This thesis uses autonomic computing and knowledge management to govern cloud com-
puting infrastructures. We find and structure possible reactive and proactive actions that prevent
SLA violations, increase resource utilization and lower energy usage. First, we focus on VM re-
source (re-)configuration and investigate several knowledge management (KM) techniques such
as case based reasoning, default logic, situation calculus, or a rule-based approach. We design
and implement a KM-technique agnostic simulation engine to evaluate the suitability of these
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approaches. The rule-based approach is found most profitable in terms of the quality of the rec-
ommended actions, as well as its scalability. However, parameters were identified, on which the
performance of the rule-based approach largely depends. Therefore, a self-adapting rule-based
approach is introduced that autonomically adapts to changing workload volatility. Furthermore,
we tackle VM migrations and PM power management. We introduce migration models for VMs
and power management models for PMs, show that this management problem is an instance
of the NP-hard binary integer programming problem, and apply and evaluate several heuristics
reducing energy consumption. Doing this, it also proven that the VM (re-)configurations do not
only increase resource, but also energy efficiency. Finally, we show a possible extension of the
KM approach for Cloud federations.



Kurzfassung

Cloud Computing hat in den letzten Jahren reges Interesse erfahren. Die Vision von Cloud Com-
puting, Kunden Rechenleistung als Dienstleistung wie Wasser, Strom oder Gas anzubieten, im-
pliziert das Vorhandensein von schier unlimitierten und augenblicklich verfügbaren Rechenre-
sourcen. Jedoch gibt es noch viele Hindernisse auf dem Weg dieses Ziel zu erreichen. Diese
Dissertation nimmt zwei davon in Angriff, die im Bezug zu Service Level Agreements (deutsch
etwa Dienstgütevereinbarung, Abk. SLA) stehen: adaptive SLA Mappings (deutsch etwa SLA
Zuordnungen) und resource- und energieeffizientes SLA enactement (deutsch etwa das Einhal-
ten von SLAs).

Ein Anbieter von Cloud Computing, der seine Rechenresourcen anbieten möchte, unter-
zeichnet einen Vertrag, ein sogenanntes SLA, mit seinem Kunden. In diesem SLA spezifiziert
der Anbieter die Gütekriterien (englisch Quality of Service, Abk. QoS), die er einhalten möchte,
den Preis, den der Kunde bezahlen muss, sowie die Strafe, die der Anbieter bezahlen muss, falls
er die QoS-Garantien bricht. Der Kunde hat sein eigenes SLA mit QoS-Garantien, die er sucht,
und mit den Preisen, die er zu zahlen bereit ist. Das Zusammenbringen von Angebot und Nach-
frage ist speziell deshalb schwierig, weil nicht standardisierte, sich häufig ändernde Definitionen
von Rechenresourcen in elektronischen Märkten eine große Vielfalt an verschiedenen SLAs ver-
ursachen. Des Weiteren sind diese SLAs meistens in internen Geschäftsprozessen verankert und
können daher nicht leicht verändert werden.

Wir verwenden in dieser Dissertation SLA-Vorlagen (englisch SLA templates) und SLA
Mappings, die es Anbietern und Kunden erlauben sich Parameter ihrer SLAs gegenseitig zu-
zuordnen ohne die originalen SLAs verändern zu müssen. Von diesen Mappings lernen wir die
Präferenzen der Anwender. Dadurch sind wir in der Lage öffentliche SLA-Vorlagen zu generie-
ren und zu adaptieren, die die Anwenderpräferenzen widerspiegeln und die uns helfen SLAs zu
standardisieren. Wir präsentieren eine Kosten-Nutzenrechnung von diesem Ansatz und evaluie-
ren verschiedene Lern- und Adaptionsstrategien.

Nachdem sich Angebot und Nachfrage gefunden haben und das SLA unterzeichnet worden
ist, muss der Cloud Computing-Anbieter seine Versprechen trotz dynamischer Auslastungsver-
änderungen einhalten um SLA-Strafzahlungen zu vermeiden. Andererseits sind auch Resour-
ceunterauslastung und die dadurch entstehende Energieverschwendung große Kostenfaktoren
in großen verteilen Systemen (englisch large-scale distributed systems). Daher haben Cloud
Computing-Anbieter das Ziel SLA-Verletzungen zu minimieren, die Resourceauslatung zu ma-
ximieren und Energieverschwendung zu minimieren. Allerdings ist dies nicht einfach, da Cloud
Computing-Infrastrukturen aus vielen verschieden konfigurierbaren Elementen bestehen. Die-
se Elemente sind Applikationen, virtuelle Maschinen (VM), physische Maschinen (Server, Abk.
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PM) und andere Cloud-Anbieter, zu denen man Applikationen outsourcen kann. Dies führt zu ei-
ner unüberschaubaren Anzahl an möglichen Rekonfigurations- und Reallokationssaktionen von
diesen Elementen und den Resourcen, denen sie zugeordnet sind. Viele der entstehenden Pro-
bleme sind typischerweise NP-schwer.

Diese Dissertation benutzt Autonomic Computing und Wissensmanagement (englisch know-
ledge management, Abk. KM) um Cloud Computing-Infrastrukturen zu verwalten und zu steu-
ern. Wir finden und strukturieren mögliche reaktive und proaktive Aktionen, die SLA-Verle-
tzungen vermeiden, die Resourcenauslastung erhöhen und den Energieverbrauch reduzieren.
Zuerst konzentrieren wir uns auf die (Re-)konfiguration von VM-Resourcen und betrachten eini-
ge Wissensmanagementmethoden wie Case Based Reasoning (deutsch Fallbasiertes Schließen),
Default Logic, Situationskalkül (englisch situation calculus) und einen regelbasierten Ansatz.
Wir entwerfen und implementieren eine KM-agnostische Simulationsumgebung, mit der wir die
Eignung dieser Ansätze evaluieren. Der regelbasierte Ansatz schneidet am besten ab, sowohl
was die Qualität der empfohlenen Aktionen, als auch seine Skalierbarkeit (englisch scalability)
betrifft. Allerdings wurden auch Parameter identifiziert, die die Leistung des regelbasierten An-
satzes stark beeinflussen. Deswegen wurde ein selbstadaptiver regelbasierter Ansatz entwickelt,
der sich schwankender Auslastungsvolatilität (englisch workload volatility) autonom anpasst.
Weiters beschreiben wir Lösungen und Modelle für das Migrieren von VMs und das PM-Power-
Management. Wir zeigen, dass dieses Managementproblem eine Instanz des NP-schweren bina-
ry integer programming-Problems ist und evaluieren mehrere Heuristiken, die den Energiever-
brauch reduzieren. Dabei zeigen wir auch, dass die (Re-)konfigurationen der VMs nicht nur die
Resource-, sondern auch die Energieeffizienz steigern. Schließlich präsentieren wir eine mögli-
che Erweiterung der KM-Lösung für Cloud-Föderationen (englisch Cloud federations).
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CHAPTER 1
Introduction

Cloud computing is an emerging IT paradigm for large-scale distributed systems. Its vision is
to provide computing power as a utility, like gas, electricity or water [62]. According to the
U.S. National Institute of Standards and Technology (NIST), Cloud computing is “a model for
enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service provider interac-
tion” [159]. This implies that computing power should be available to users at any time and at
the right amount they desire. It also implies that Cloud computing providers need to guarantee
specific non-functional requirements to the user, as response time, throughput, or storage. These
Quality of Service (QoS) goals are subsumed and specified in so-called Service Level Agree-
ments (SLAs), which also contain penalties the provider has to pay in case of violations of these
guarantees.

Providing computing power as a utility can be achieved by offering differing entities as a
service, such as software, platforms, or infrastructure. These different delivery models of Cloud
computing are therefore called software as a service (SaaS), platform as a service (PaaS), and
infrastructure as a service (IaaS). Prominent Cloud providers are Google Mail [19], Google
Docs [18], or salesforce.com [10] for SaaS; Google App Engine [7], Windows Azure [9] for
Paas; and Amazon EC2 [3] for IaaS.

Cloud computing can also be classified into several deployment models, which are public,
private, hybrid and community Clouds. According to [159] public Clouds are “provisioned for
open use by the general public”, which may be enterprises, academic or governmental institu-
tions, or individuals. Data is stored in the datacenter of Cloud providers. Private Clouds are
run inside organizations. This deployment model is especially attractive for institutions which
already have computing infrastructures, but do not want to store their data in data centers, which
they cannot fully control. Community Clouds are “provisioned for exclusive use by a specific
community of consumers from organizations that have shared concerns”. Finally, hybrid Clouds
represent a combination of at least two distinct Cloud infrastructures that “remain unique en-
tities, but are bound together”, and can exchange data and applications among them. Cloud
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federations [61] are a typical scenario for hybrid Clouds.
Cloud computing relies upon several state-of-the-art technologies. Among them are virtu-

alization [39], monitoring [37, 158], scheduling [132, 87], work on clusters and grids [59, 42],
theory of electronic markets [29], and optimization theory [129]. Despite the existence of these
technologies Armbrust et al. [35] list in their famous technical report “Above the Clouds: A
Berkeley View of Cloud Computing” top 10 obstacles hindering the adoption of Cloud comput-
ing making it the state-of-the art computing paradigm. These obstacles include the availability
of the service, data lock-in, data confidentiality and auditability, data transfer bottlenecks, per-
formance unpredictability, scalable storage, bugs in large distributed systems, and quick scaling.

In this thesis we will tackle quick scaling, and performance unpredictability by enacting
SLAs. Our work on SLA generation and adaptive SLA mapping also helps to mitigate data
lock-in, as this technique helps customers to change to Cloud providers using different SLAs.
Furthermore, we want to add two problems that have not been dealt with in [35]: resource and
energy efficiency. This is especially crucial, because ICT currently makes up for 2% of the
worldwide CO2 production [2,83]. Even in the state-of-the-art data centers, the massive amount
of physical machines, i.e., servers, leads to high power consumption and carbon footprint of the
data center, as well as high operation costs [103].

1.1 Problem Statement

Before a user can benefit from using a service offered by a Cloud provider, an SLA has to
be signed. An SLA comprises elements such as names of trading parties, names of SLA at-
tributes, measurement metrics, and attribute values [184]. Despite the existence of SLAs, buyers
and sellers of computing resources face the problem of varying definitions of computing re-
sources in Cloud computing markets. Computing resources are described through different non-
standardized attributes, e.g., CPU cores, execution time, inbound bandwidth, outbound band-
width, and processor type [182]. Sellers use them to describe their supply of resources. Buyers
use them to describe their demand for resources. As a consequence, a large variety of different
SLAs emerges. Even though buyers and sellers might have similar needs, a different description
of these needs impedes successful matchmaking between offers from sellers and requirements
from buyers. The probability to find such a match becomes even lower the more different re-
source types there are [184], and thus due to the non-standardization of Cloud computing goods
successful matchmaking becomes very unlikely. The probability of matching offers and re-
quirements is called market liquidity. Both Cloud computing providers and users have a high
incentive to increase this liquidity.

Eventually, after the SLA has been signed, the Cloud provider commits herself to enact it.
For the underlying infrastructure this means that it has to react to dynamic load changes, rang-
ing from peak performance to utilization gaps. This brings up two issues: on the one hand,
the management of a Cloud computing infrastructure has to guarantee the pre-established SLAs
despite all the dynamism of workload changes. The QoS goals contained in the SLAs are called
Service Level Objectives (SLOs). Informally, they can be stated as “storage should be at least
1000 GB”, “bandwidth should be at least 10 Mbit/s” or “response time should be less than 2 s”.
On the other hand, a Cloud provider aims at efficiently utilizing resources and reducing resource
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wastage. Only allocating what is really needed is a crucial question to reducing wasted en-
ergy consumption. As stated above, energy consumption of a data center is a non negligible
part of expenses for data centers [103]. Thus, Cloud providers aim at concurrently achieving
the following conflicting goals: minimizing SLA violations, maximizing resource utilization,
and minimizing energy consumption. However, this is not straightforward as Cloud computing
infrastructures consist of many differently configurable elements such as applications, virtual
machines (VMs), physical machines (PMs), and also other Cloud providers, to which applica-
tions can be outsourced. This leads to a plethora of possible reconfiguration and reallocation
actions of these elements and the resources they are assigned to. Many of the resulting prob-
lems are typically NP-hard, and scalable heuristics have to be found that solve these problems
in an acceptably small amount of time. In more detail, dynamic resource allocation and energy
consumption has to be seen in the context of (i) the configuration of virtual machines, (ii) the
deployment of applications on virtual machines, (iii) the deployment of virtual machines on
physical machines, (iv) the power state (on/off/sleep) of physical machines, and (v) the possibil-
ity to outsource computation to other Cloud providers. The interplay of these different levels is
a crucial aspect of this research problem.

1.2 Methodology

This work is embedded in the Foundations of Self-governing ICT infrastructures (FoSII) project
[17]. The FoSII project aims at developing an infrastructure for autonomic SLA management
and enforcement. For managing SLAs and bridging the gap between differently defined SLAs,
we apply the method of SLA mappings in this thesis. SLA mapping has been first proposed and
implemented in [51]. It allows to define mappings, i.e., translations from one SLA document to
another one that uses different SLA parameter names. However, issuing these SLA mappings is
quite costly. Thus, we apply several learning strategies to generate public SLA templates that
reflect the users’ needs and help to reduce costs of generating SLA mappings.

Besides the already implemented monitoring framework [79] that takes care of monitor-
ing the state of the Cloud infrastructure and its applications, the knowledge management (KM)
system presented in this thesis represents another essential building block of the FoSII infras-
tructure. [52] proposes an approach to manage Cloud infrastructures by means of Autonomic
Computing, which in a control loop monitors (M) Cloud parameters, analyzes (A) them, plans
(P) actions and executes (E) them; the full cycle is known as MAPE [102]. According to [100]
a MAPE-K loop stores knowledge (K) required for decision-making in a knowledge base (KB)
that is accessed by the individual phases. We investigate several KM techniques and apply dif-
ferent heuristics to solve the resource allocation and resource management problems for energy-
efficient and resource-efficient SLA enactment.

1.3 Research Questions

The discussion in the previous sections raise the following five research questions.
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Research question 1:
How can one define standardized Cloud computing SLAs?

Cloud providers and customers meet in Cloud markets, which are electronic markets that trade
Cloud computing goods. Since each of them uses their own definition of Cloud computing
resources, e.g., “CPU cores”, “Cores of one CPU”, or “Computing power”, there exist no stan-
dardized Cloud computing SLAs. This prevents customers from finding relevant providers, and
vice versa, and aids vendor or data lock-in.

Research question 2:
What are the possibilities and different levels of allocating resources and reactive actions to

prevent SLA violations in Cloud computing infrastructures?

There exist many configurable, tunable and manageable entities in Cloud computing infrastruc-
tures, which are heterogeneous applications, VMs, PMs, and other Cloud providers. The first
task is to identify means of adjusting these elements. The second task consists of structuring
the found adaptation actions into subproblems that form a consistent model of Cloud computing
infrastructures. Ideally, using a “divide and conquer” strategy, one should be able to solve these
subproblems sequentially without a high inter-dependability of found solutions.

Research question 3:
How can one autonomically and efficiently (in quality, energy and time) allocate and reallocate
resources for VMs and PMs in order to proactively prevent SLA violations? Consequently, how

can one increase energy efficiency in Cloud computing infrastructures?

The adoption of Cloud computing as a state-of-the-art computing paradigm hinges upon perceiv-
ing it as a reliable means of computing. This and fluctuating customers and workloads require
high-quality resource allocation and re-allocation solutions in a short amount of time for a large
and very large number of applications, VMs and PMs. As expenses on energy form a large
part of expenses of Cloud computing providers, an energy efficient implementation of the SLA
enactment is crucial for a future generation technology.

Research question 4:
What knowledge management technique, i.e., a technique of how stored information should be

used, is most suitable to be used in an autonomic control loop governing Cloud computing
infrastructures? How does it interact with the other phases of the autonomic control loop?

When extending the autonomic loop with knowledge management, it is important to determine
which technique is most appropriate to govern Cloud computing infrastructures. Related to
research question 3, a proposed technique should of course be highly scalable. It is judged by
the quality of the decisions it recommends. Furthermore, it has to be determined in what part
of the MAPE cycle the knowledge management technique should be employed, and when to
interact with it.

Research question 5:
How can the found approach be extended for the use of Cloud federations and hybrid Clouds?
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Knowledge management will not only be of concern within a Cloud computing infrastructure,
but also among several collaborating Clouds. It should be analyzed, in which parts of a Cloud
federation knowledge management should be deployed, and how it could be utilized to achieve
similar goals for the whole federation as well as for individual Clouds.

1.4 Scientific Contributions

Following the research questions posed in Section 1.3, the following contributions to the state
of the art are shown in this thesis.

Contribution 1:
An adaptive SLA mapping approach has been introduced to bridge the gap between differently

defined SLAs, which, however, describe the same or similar Cloud computing goods.

A cost and benefit analysis of different methods for standardizing SLAs has been carried out.
The standardization is based on previous SLA mappings carried out by consumers on a Cloud
computing market. This contribution has been originally published in [155,156] and is presented
in Chapter 3.

Contribution 2:
Possible reallocation actions for applications running on a Cloud computing infrastructure
have been determined. They have been structured into so called escalation levels, into which

they have been placed according to their locality and complexity.

The hierarchical model allows for a sequential solution of the allocations and reallocation prob-
lems. However, some of the resulting subproblems are still NP-hard (cf. Contribution 3). This
contribution has been originally published in [151] and is presented in Section 2.3.

Contribution 3:
A self-adaptive rule-based KM approach for VM reconfiguration, VM-PM allocation and

reallocation, and PM power management has been designed, implemented, and evaluated.

The approach prevents almost all SLA violations, increases the utilization of all resources, and
attains both goals by a low number of VM reallocation actions. The approach is able to self-
adapt its most important parameters based on the workload of an application and on utility, and
is highly scalable. Using several heuristics for VM-PM allocation and PM power management,
and introducing energy models for VM migration, and PM power management, it is shown
via simulations that this approach can heavily reduce consumed energy by Cloud computing
infrastructures. This contribution has been originally published in [151,49,153] and is presented
in Sections 4.5, Chapter 5 and Sections 6.6, 6.7.

Contribution 4:
Several possible KM techniques to be used for Cloud computing infrastructures have been

studied. Two candidates have been designed, implemented and evaluated with the help of a KM
technique agnostic simulation engine developed and designed for this purpose.
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In more detail, a preliminary analysis of the following KM techniques has been conducted: rules,
default logic, situation calculus, and case based reasoning. From this analysis, we have found
case based reasoning and a rule-based approach to be most promising. We designed, imple-
mented and evaluated both approaches. Especially the rule-based approach achieves low SLA
violations rates, high resource utilization, and achieves this by few time- and energy-consuming
reallocation actions. This contribution has been originally published in [149, 150, 151] and is
presented in Sections 4.1, 4.3, 4.4, and 6.3, 6.4, 6.5.

Contribution 5:
An extension of the rule-base approach for Cloud federations has been presented. It has been

shown how rules can be formulated to govern Cloud federations for meeting SLAs
resource-efficiently.

Three architectures have been proposed and analyzed for placing KM systems. A rule-based
system has been chosen as KM technique based on experience in Contributions 3-4. Additional
elements of the Cloud federation architecture have been formalized, and the feasibility of this
approach has been shown by pointing out possible sample rules. This contribution has been
originally published in [106] and is presented in Chapter 7.

1.5 Organization of the Thesis

The rest of this thesis is structured as follows.

• Chapter 2 gives necessary background information about the FoSII project, the adaptive
SLA mapping approach, autonomic computing and the different phases of its control loop.
Furthermore, it enumerates possible adaptation actions and structures them into so-called
escalation levels. This chapter is mostly based on work from [148].

• Chapter 3 presents the methodology of the adaptive SLA mapping approach and its eval-
uation. This chapter is based on [156].

• Chapter 4 deals with resource-efficient SLA enactment and knowledge management. It
compares different methods of knowledge management (based on [149]), and presents the
design and implementation of an approach using case based reasoning (based on [150])
and rules (based on [151]). Finally, it exposes an approach that self-adapts the rule-based
one (based on [153]).

• Chapter 5 tackles the energy efficiency aspect of the SLA enactment approaches. Section
5.4 is based on [49].

• Chapter 6 presents evaluation results for Chapters 4 and 5, and describes the developed
KM-technique agnostic simulation engine and the workload generation mechanisms. This
chapter is based on the evaluation results of [150, 151, 80, 153].

• Chapter 7 extends the knowledge management approach for the use of Cloud federations.
This chapter is based on [106].
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• Chapter 8 describes the state of the art and presents the enhancements this thesis has made
to it.

• Chapter 9 concludes this thesis, talks about its limitations, gives a critical reflection and
an outlook into possible future work.
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CHAPTER 2
Conceptual Model of Adaptive SLA

Mapping and Autonomic SLA
Enactment

This chapter highlights the foundations of this thesis. We explain autonomic computing, the
project architecture, and enumerate and structure reactive and proactive actions for SLA enact-
ment.

2.1 Outline of the FoSII Project Architecture

Cloud computing represents a novel paradigm for on-demand provisioning of ICT infrastruc-
tures, services, and applications. Thereby, resources are provisioned in predefined quality con-
sidering various functional and non-functional guarantees. Key concepts distinguishing Cloud
Computing from other paradigms for the realization of large-scale distributed systems include
(i) unlimited scalability of resources, (ii) sophisticated Service Level Agreement (SLA) man-
agement and generation, giving the customer guarantees on various non-functional aspects, and
(iii) extensive use of virtualization technologies [62]. Many of the key concepts cope with con-
tradicting goals, as, for example, unlimited scalability vs. energy efficiency. Scalability, i.e.,
providing the desired amount of resources at the right time, usually causes wastage of energy
due to idle states or standby modes of devices and infrastructures; they still consume energy,
although being unused. Autonomic Computing seems to be one of the promising solutions for
the management of Cloud infrastructures by optimizing various (and maybe contradicting) goals
as, for example, efficient resource usage, SLA management, virtualization and at the same time
minimizing human interaction with the system and energy consumption.

Autonomic systems require high-level guidance from humans, but autonomically decide
which steps need to be done to keep the system stable [109]. Such systems constantly adapt
themselves to changing environmental conditions. Similar to biological systems, e.g., human
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body, autonomic systems maintain their state and adjust operations considering changing com-
ponents, workload, external conditions, hardware, and software failures. Autonomic comput-
ing has served as a promising concept for the infrastructure management in various areas, e.g.,
services, Grids, and SLA management [100, 174]. The autonomic control loop is known as
MAPE [102], where (M) stands for monitoring the managed elements, (A) for their analysis,
(P) for planning actions, and (E) for their execution. The MAPE-K loop stores knowledge (K)
required for decision-making in a knowledge base (KB).

However, existing autonomic frameworks, e.g., for Grids or SLA management, cannot easily
be applied to Cloud computing infrastructures due to various reasons. For example, due to the
virtualization layer, monitoring tools usually have to be configured on demand, distinguishing
application based monitoring and resource based monitoring [81]. Energy efficiency requires
novel techniques for the management of resources [150], while SLA generation requires ad-
vanced concepts for the management of the heterogeneous user base [155]. Thus, the traditional
MAPE loop has to be revealed and tailored to Cloud specific solutions.

In the Foundations of Self-Governing ICT Infrastructures (FoSII) project, we develop novel
techniques and methods for self-governing ICT infrastructures, and consequently apply the
developed infrastructures for self-managed Clouds [17]. One of the core research issues of
the FoSII project is the development of an appropriate autonomic loop suitable for the self-
management of Clouds. Thus, this thesis proposes an extended MAPE-K loop, called A-MAPE-
K, including an Adaptation phase added to the traditional MAPE-K phases. The adaptation
phase is necessary as a balance to the virtualization layer. During the Adaptation (A) phase,
Cloud infrastructures, as well as applications to be deployed on the Clouds, are tailored and
adapted. Moreover, we present novel concepts for the implementation of the Monitoring and
Knowledge Management phases considering virtualization overhead.

2.2 Autonomic Loop and Cloud Computing

This section explains the foundations of autonomic computing, and discusses a motivating sce-
nario for the development of the A-MAPE-K loop. Furthermore, it presents the SLA lifecycle,
which should be supported by the autonomic loop, and finally it discusses the conceptional de-
sign of the A-MAPE-K loop.

Autonomic Computing

The vision of Autonomic Computing was described in [111]. It presents the idea of a managed
element that is controlled by an autonomic manager in a MAPE loop. Furthermore, the authors
describe properties of self-management using autonomic computing, which are referred to as
self-* properties. These properties are:

self-configuration The configuration of managed elements follows high-level polices. Installing,
configuring and integrating systems should no longer be done manually.
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Table 2.1: Sample SLA parameter objectives.

SLA Parameter Value

Incoming Bandwidth (IB) > 10 Mbit/s

Outgoing Bandwidth (OB) > 12 Mbit/s

Storage (St) > 1024 GB

Availability (Av) ≥ 99%

Clock speed (Cs) ≥ 1000 MHz

self-optimization The autonomic manager tries to ameliorate the managed elements constantly.
The autonomic manager tunes parameters automatically and adapts the managed elements
to current circumstances.

self-healing The autonomic manager automatically detects, diagnoses, and repairs problems of
their managed elements.

self-protection The autonomic manager defends against attacks, e.g., DDoS attacks, automati-
cally.

In [52] Brandic proposes to use principles of autonomic computing to manage Cloud ser-
vices. We will discuss an extension of this proposal to manage Cloud computing infrastructures
in the following.

Motivating Scenario

Table 2.1 depicts an SLA used to exemplify A-MAPE-K phases. We assume an IaaS scenario,
where SLAs specify guaranteed resources suitable for the application execution in a VM. The
column SLA Parameter defines typical Service Level Objectives (SLOs) including incoming
bandwidth (IB), outgoing bandwidth (OB), storage (St), availability (Av) and clock speed (Cs).
The column Value specifies a concrete value with the according relational operator. SLAs are
generated between the Cloud provider and user before the deployment of the application. The
following section will discuss the lifecycle necessary for the establishment and management of
SLAs between the user and the provider.

SLA Lifecycle

We assume a typical Cloud use case where potential Cloud users deploy applications in an IaaS
manner, as explained next. The service provider registers resources (i.e., VMs) to particular
databases containing public SLA templates. Thereafter, Cloud users can look up Cloud services
that they want to use for the deployment of applications. Similar to the provider, the Cloud
user also has an SLA template utilized for his private business processes. We assume that the
private SLA template cannot be changed, since it could also be part of some other local business
processes and has usually to comply with different legal and security guidelines. If matching
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SLA templates are found, the SLA contract can be negotiated and established and the application
can be deployed and executed.

Once the applications are deployed, the execution should be done in an autonomic way,
minimizing user interactions with the system, optimizing energy consumption, and preventing
violations of established SLAs. Resource management requires adequate monitoring techniques,
which are used for application based SLA monitoring and deciding whether an SLA is violated
or not. This is, however, far from trivial. Furthermore, in order to prevent SLA violations,
knowledge management techniques are necessary. They are used to determine if applications can
be migrated and virtual machines (VMs) and physical machines (PMs) (re-)configured, migrated
or switched off/on on demand in order to prevent SLA violations.

A-MAPE-K Loop Design

This section presents how the aforementioned SLA lifecycle can be realized using the autonomic
loop. We distinguish between system set up time and application runtime. During system set
up time the applications and the infrastructure are tailored and adapted. Once the applications
are deployed, we consider monitoring, knowledge management and execution phases during the
application runtime. In this section, in particular, we focus on the adaptation, monitoring, and
knowledge management phases, as shown in Figure 2.1.
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Adaptation As shown in Figure 2.1, part 1, the adaptation phase comprises all necessary steps
to be done before successful deployment and start of the application. This includes SLA
contract establishment and tailoring of the monitoring systems for the particular applica-
tion. During this phase it has to be ensured that private templates of the provider and con-
sumers match publicly available templates. However, public and private templates may
differ. A typical mismatch between templates would be between different measurement
units of attributes, as, for example, for the SLO clock speed (see sample SLA parame-
ter objectives, Table 2.1), or missing attributes. Therefore, a mechanism is required for
the automatic adaptation between different templates. Adaptation can include handling of
missing SLA parameters, inconsistencies between attributes and translation between dif-
ferent attributes. More complex adaptations would include automatic service aggregation,
including third party services, if, for example, the clock speed attribute is completely miss-
ing in the public template, but required in the private template. A third party provider (e.g.,
a computer hardware reseller) could be integrated to deliver information about the clock
speed attribute. Possible machine-readable formulations of SLAs (expressed in XML) are
the WSLA [108] and the WS-Agreement [32] format.

Monitoring Clouds face the problem of SLA parameters required by an application usually
differing from the parameters measured by the monitoring tools. A typical application
based SLA parameter is system availability, as depicted in Table 2.1. Current monitoring
systems (e.g., ganglia [146]) facilitate monitoring only of low-level system resources,
such as system up time and down time. Thus, availability has to be calculated based
on those low-level metrics. To achieve that, the monitoring phase should comprise two
core components, namely a host monitor and a run-time monitor (see Figure 2.1, part 2).
The former is responsible for monitoring low-level resource metrics, e.g., system up time
and down time directly delivered by the measurement tools (e.g., ganglia), whereas the
latter is responsible for metric mapping, e.g., mapping of system up time and down time
to system availability and consequently for the monitoring of SLA agreements. Another
example for VM parameters retrieved by direct measurements would be free_disk or
packets_sent in comparison to the SLA parameters that we are more interested in:
storage and bandwidth. This is achieved by the highly scalable framework LoM2HiS [79].
The monitoring framework of the FoSII architecture is not part of this thesis. More detail
on it is also provided in [81].

Knowledge Management The term knowledge management in this thesis means intelligent us-
age of measured data from the monitoring phase for the decision making process to satisfy
SLAs while optimizing resource usage and consequently energy efficiency and minimiz-
ing user interactions with the system. In our approach, this includes not only decision
making out of current data, i.e., suggesting actions to be executed, but also improving the
quality of decisions by keeping track of the success or failure of previous decisions, i.e.,
learning. Since the KM system uses monitoring information and directly recommends ac-
tions to prevent SLA violations and improve energy efficiency, we combine analysis and
planning phases with the knowledge to the new Knowledge Management Phase (see part
3, Figure 2.1).
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2.3 Escalation Levels – Structuring the Problem

This section presents a methodology of dividing the problem of resource-efficient and energy-
efficient SLA enactment in Cloud computing infrastructures into smaller subproblems using a
hierarchical approach. This section demonstrates which actions can be executed on what level
to achieve SLA adherence and efficient resource allocation for Cloud infrastructures.

In general, we can think of the following reallocation actions:

1. for individual applications:

a) Increase incoming bandwidth share by x%.

b) Decrease incoming bandwidth share by x%.

c) Increase outgoing bandwidth share by x%.

d) Decrease outgoing bandwidth share by x%.

e) Increase memory by x%.

f) Decrease memory by x%.

g) Add allocated storage by x%.

h) Remove allocated storage by x%.

i) Increase CPU share by x%.

j) Decrease CPU share by x%.

k) Outsource (move application) to other cloud.

l) Insource (accept application) from other cloud.

m) Migrate application to different VM.

2. for VMs:

a) Increase incoming bandwidth share by x%.

b) Decrease incoming bandwidth share by x%.

c) Increase outgoing bandwidth share by x%.

d) Decrease outgoing bandwidth share by x%.

e) Increase memory by x%.

f) Decrease memory by x%.

g) Add allocated storage by x%.

h) Remove allocated storage by x%.

i) Increase CPU share by x%.

j) Decrease CPU share by x%.

k) Outsource (move VM) to other cloud.

l) Insource (accept VM) from other cloud.

14



m) Migrate VM to different PM.

3. for physical machines (computing nodes):

a) Add x computing nodes

b) Remove x computing nodes

4. Do nothing.

These actions are then grouped into so called escalation levels that are defined in Table
2.2. The idea is that every problem that occurs should be solved on the lowest escalation level.
Only if this is not possible, the problem is tried to be solved on the next level, and again, if
this fails, on the next one, and so on. The levels are ordered in a way such that lower levels
offer faster and more local solutions than higher ones. Escalation level 0 is where no action
should be executed. It is important to know when to do nothing, since every reallocation action
is time- and energy consuming. In the following, however, we will consider the escalation
levels, where actions are executed. The first escalation level (“change VM configuration”) works
locally on a PM and tries to change the amount of storage or memory, e.g., that is allocated to
the VM from the PM resources. Then, migrating applications (escalation level 2) is more light-
weight than migrating VMs (escalation level 3) and turning PMs on/off (escalation level 4).
Already for escalation levels 2-4 the whole system state has to be taken into account to find an
optimal solution. The problem stemming from escalation level 3 alone can be formulated into a
Binary Integer Programming (BIP) problem, which is known to be NP-hard [105]. The proof is
presented in Section 5.2. The last escalation level has least locality and greatest complexity, since
the capacity of other Cloud infrastructures have to be taken into account, too, and negotiations
have to be started with them as well.

0. Do nothing.

1. Change VM configuration.

2. Migrate applications from one VM to another.

3. Migrate one VM from one PM to another or create new VM on appropriate PM.

4. Turn on / off PM.

5. Outsource to other Cloud provider.

Table 2.2: Escalation levels

Also the rule-based approach benefits from this hierarchical action level model, because it
provides a salience concept for contradicting rules. Without this concept it would be troublesome
to determine which of the actions, e.g., “Power on additional PM with extra-storage and migrate
VM to this PM”, “Increase storage for VM by 10%” or “Migrate application to another VM with
more storage” should be executed, if a certain threshold for allocated storage has been exceeded.
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Figure 2.2 visualizes the escalation levels from Table 2.2 in the context of Infrastructure as a
Service (IaaS) before and after actions are executed. Figure 2.2a shows applications App1 and
App2 deployed on VM1 that is itself deployed on PM1, whereas App3 runs on VM2 running
on PM2. Figure 2.2b shows example actions for all five escalation levels. The legend numbers
correspond to the respective numbering of the escalation levels.

App 1 App 2 App 3

VM1 VM2

PM1 PM2

(a) Before action execution

App 1 App 2 App 3

VM1 VM2

PM1 PM2

(5)

PM3(4)

(3)

(2)

(1) (1)

(b) After action execution

Figure 2.2: Actions used in 5 escalation levels: before and after action execution

• Escalation level 1: At first, the autonomic manager tries to change the VM configuration.
Actions (1) show VM1 being up-sized and VM2 being down-sized.

• Escalation level 2: If the attempt to increase a certain resource for a VM in escalation
level 1 fails, because some resource cannot be increased anymore due to the constraints of
the PM hosting the VM, in level 2 the autonomic manager tries to migrate the application
to another larger VM that fulfills the required specifications from level 1. So if, e.g.,
provided storage needs to be increased from 500 to 800GB, but only 200 GB are available
on the respective VM, then the application has to be migrated to a VM that has at least the
same resources as the current one plus the remaining 100GB of storage. Action (2) shows
the re-deployment of App2 to VM2. Due to possible confinements of some applications to
certain VMs, e.g., a user deployed several applications that need to work together on one
VM, this escalation might be skipped in some scenarios.

• Escalation level 3: If there is no appropriate VM available in level 2, in level 3 the auto-
nomic manager tries to create a new VM on an appropriate PM or migrate the VM to a
PM that has enough available resources. Action (3) shows the re-deployment of VM2 to
PM1.

• Escalation level 4: Again, if there is no appropriate PM available in level 3, the autonomic
manager suggests turning on a new PM (or turning it off if the last VM was emigrated from
this PM) in level 4. Action (4) shows powering on a new PM (PM3).

• Escalation level 5: Finally, the last escalation level 5 tries to outsource the application
to another Cloud provider as explained, e.g., in the Reservoir project [185]. Action (5)
outsources App3 to another Cloud provider.
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The proposed KM approaches in Chapter 4 will present a solution for escalation levels 0 and
1, whereas the solutions presented in Chapter 5 will present solutions for escalation levels 3 and
4. Finally, Chapter 7 presents a KM concept for escalation level 5. Thus, this thesis tackles all
the presented escalation levels except for escalation level 2. In Chapters 4-6 we will assume that
one application resides on exactly one VM. Under this assumption escalation level 2 becomes
obsolete, because VMs can be reconfigured (escalation level 1) or migrated (escalation level 3)
if necessary.
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CHAPTER 3
SLA Generation and Adaptive SLA

Mapping

This chapter will describe the SLA mapping approach, the lifecycle of a public SLA template,
and three adaptation methods to change the public template. Furthermore, this chapter will
introduce a utility and a cost model to evaluate the adaptation approaches in an emulation envi-
ronment.

3.1 Outline

In order to facilitate SLA creation and SLA management, SLA templates have been introduced.
SLA templates represent popular SLA formats. They comprise elements such as names of trad-
ing parties, names of SLA attributes, measurement metrics, and attribute values [184].

Despite the existence of SLAs, buyers and sellers of computing resources face the problem
of varying definitions of computing resources in Cloud computing markets. Computing re-
sources are described through different non-standardized attributes, e.g., CPU cores, execution
time, inbound bandwidth, outbound bandwidth, and processor type [182]. Sellers use them to
describe their supply of resources. Buyers use them to describe their demand for resources. As
a consequence, a large variety of different SLAs exists in the market. The success of matching
offers from sellers and bids from buyers becomes very unlikely, i.e., the market liquidity (the
likelihood of matching offers and bids) becomes very low [184].

Approaches that tackle this plethora of SLA attributes include the use of standardized SLA
templates for a specific consumer base [3, 7], downloadable predefined provider-specific SLA
templates [4], and the use of ontologies [168, 75]. These approaches clearly define SLA tem-
plates and require users to agree a priori on predefined requirements. These SLA templates are
static meaning that they do not change nor adapt over time.

Consequently, the existing approaches for the specification of SLA templates cannot easily
deal with demand changes. Demand changes of users are caused through different factors (e.g.,
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changing market conditions). For example, the emergence of multi-core architectures in com-
puting resources required the inclusion of the new attribute “number of cores”, which was not
present in an SLA template a couple of years ago. The existing approaches for the specification
of SLA templates involve heavy user-interactions to adapt existing SLA templates to demand
changes.

In this chapter, we apply adaptive SLA mapping, a new, semi-automatic approach that can
react to changing market conditions [184]. This approach adapts public SLA templates, which
are used in the Cloud market, based on SLA mappings. SLA mappings, which have been defined
by users based on their needs, bridge the differences between existing public SLA templates and
the private SLA template, i.e., the SLA template of the user. In our context private templates do
not necessarily imply that they are inaccessible to others, but the word “private” is used to differ-
entiate it from the “public” template of the (public) registry. So, all consumers’ and providers’
templates are called “private”, whereas the registry’s template is called “public”. Since a user
cannot easily change the private SLA template due to internal or legal organizational require-
ments, an SLA mapping is a convenient workaround.

Our adaptive SLA mapping approach can use different adaptation methods. The benefit of
using an adaptation method is decreased by some cost for the user. Costs are only incurred, if a
user has to define a new SLA mapping to a public SLA template due to its adaptation. Within
this chapter, we investigate these costs. In particular, we investigate how public SLA templates
can be adapted to the demand of Cloud users and how the costs and benefits differ with respect
to the public SLA template adaptation method used.

After introducing a reference adaption method for our analysis, we compare two additional
adaptation methods which differ in the heuristics applied. The heuristics have been introduced
in order to find a balance between the benefit of having a public SLA template that is identical to
most of the private SLA templates and the cost of creating new SLA mappings and new public
SLA templates. As the metrics for assessing the quality of the adaptation method, we define the
overall system net utility of all users. The net utility considers the benefit of having the same
attribute and attribute name in the public SLA template as in the private SLA template, as well
as the cost of defining a new SLA attribute mapping.

The benefits of the adaptive SLA mapping approach for market participants are threefold.
Firstly, traders can keep their private templates, which are required for other business processes.
Secondly, based on their submitted mappings of private SLA templates to public SLA templates,
they contribute to the evolution of the market’s public SLA templates, reflecting all traders’
needs. Thirdly, if a set of new products is introduced to the market, our approach can be applied
to find a set of new public SLA templates. All these benefits result in satisfied users, who
continue to use the market, therefore increasing liquidity in the Cloud market. However, these
benefits come with some cost for the user. Whenever a public SLA template has been adapted,
the users of this template have to re-define their SLA mappings.

The four contributions of this chapter are: (1) the definition of three adaptation methods for
adapting public SLA templates to the needs of users; (2) the investigation of conditions under
which SLA templates should be adapted; (3) the formalization of measures, i.e., utility and cost,
to assess SLA adaptations and SLA adaptation methods; and (4) the introduction of an emulation
approach for the defined use cases.
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3.2 Use Case

This section presents a use case for adaptive SLA mapping.

Figure 3.1: Use case of SLA mapping.

At the beginning the registry administrator inserts the initial SLA templates into particular
databases (step 0, DBs of public SLA templates, Figure 3.1). As the next step, since resources
can be exposed as services using typical Cloud deployment technologies (i.e., SaaS/PaaS/IaaS),
we assume that the service provider of Figure 3.1 registers his resources, e.g., infrastructure,
software, platforms, to the mentioned databases (step 1, DBs of public SLA templates, Figure
3.1). If some differences between his resources, i.e., his private SLA templates, and the public
templates exist, the provider defines SLA mappings, which can transform the private template
into the public template and vice versa (step 2, Figure 3.1). Non-technical experts as, e.g.,
business experts, can easily create their mappings with Web Interfaces or DSLs to define SLA
mappings in the simple form “My private template parameter number of CPUs” translates to
“Public template parameter CPU cores”. Then, XSLTs can automatically be generated out of
this information. The generation and management of SLA mappings, which is performed with
VieSLAF, is explained in detail in [51].

In step 3 of Figure 3.1, Cloud users can look up Cloud services that they want to use in their
workflow. Looking for public templates (steps 1 and 3) is not affected (slowed down) by the
number of issued mappings to the public template, because users still look for the original public
template. The figure exemplifies a business process (i.e., workflow) for medical treatments [50].
It includes various interactions with human beings, e.g., the task of getting a second opinion on
a diagnosis, as well as an interaction with different infrastructure services. Some of these tasks,
e.g., the reconstruction of 2-dimensional SPECT images to 3-dimensional SPECT images, can
be outsourced to the Cloud [50]. Thereby, we assume that the private SLA template (representing
the task) cannot be changed, since it is also part of some other local business processes and has
to comply with different legal guidelines for electronic processing of medical data. Therefore,
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in case the user decides to outsource a task and discovers differences between the private SLA
template and the public SLA template, the user defines an SLA mapping. In general, the SLA
mapping describes the differences between the two SLA templates (step 4). A typical mapping
is the mapping of an attribute name to another attribute name (e.g., number of CPUs to cores) or
the inclusion of a new SLA attribute (e.g., parallel programming models) into the SLA template.
Concerns like patient confidentiality can be enforced by the SLA compliance model proposed
in [53].

The public SLA templates are stored in searchable repositories using SQL and non-SQL-
based databases (e.g., HadoopDB). The SLA mappings, which have been provided by users and
providers to the registry administrator, are evaluated after certain time periods, in order to adapt
the public SLA templates to the needs of the users. Then, the adapted public SLA templates
replace the existing public SLA templates in the repository, constituting our novel approach of
adaptive SLA mapping.

The adaptation method, which adapts the public SLA templates, does this in a way such
that the new public SLA templates represent user needs better than the old SLA templates (step
5). The adaptation of attributes, attribute names, and attribute values cannot only replace SLA
templates but also create new versions and branches of public SLA templates (step 6). A new
branch of a public SLA template can be created, if specialization needs to be captured (e.g.,
a medical SLA template can be substituted by more specialized templates on medical imaging
and surgery support). The creation of new branches has been more thoroughly examined in
[54]. The definition of different versions of a particular public SLA template occurs, if different
attribute combinations in the templates are used. Figure 3.1 shows n template versions in the
bioinformatics domain.

3.3 Public SLA Template Life Cycle

To illustrate the life cycle of public SLA templates, Figure 3.2 shows a short example first.

A
B
C

A'
B'
C''

Iteration 2

A'
B'
C'

A''
B''
C''

A'
B'
C'' Iteration 1

Private SLA templates

user
b

user
c

user
a

Figure 3.2: SLA mapping process.

Initially, the SLA template registry only holds the initial public SLA template T0. In iteration
1, all users define mappings from their private templates to T0. Since the attribute names of the
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public SLA template (A, B, C) and the attribute names of each user differ, all users have to create
3 attribute mappings. Based on these mappings, the new version T1 of the public template is
generated (according to the adaptation method used), containing the attribute names A’, B’, C”.

Since the public SLA template has changed, users need to change their mappings as well
(iteration 2). Consequently, user a only needs one attribute mapping, user b needs two attribute
mappings, and user c does not need to issue any attribute mapping, since the public template
is completely identical to her private template. This example shows how our adaptive SLA
mapping approach adapts a public SLA template to the needs of users. In addition to this, since
adapted public SLA templates represent the need of market participants, it is most likely that
new requests of users need less attribute mappings, reducing the cost for these users.

The formalized public SLA template life cycle, which consists of five steps, is shown in
Figure 3.3.

Step 1:
Initial

Template

Step 2:
Consumer 
Mappings

Step 4:
Adapt Template 
and Publish It

Step 5:
Final

Template

Step 3: 
Learn 

Consumer 
Needs

Figure 3.3: Formalized public SLA template life cycle.

An initial template is created in the beginning of the life cycle (step 1, Figure 3.3). After-
wards, consumers perform SLA mappings to their private SLA templates (step 2). Based on
their needs, inferred from these mappings (step 3), and the predefined adaptation method, the
public SLA template is adapted (step 4). Assuming that the demand of market participants does
not change, a final template is generated (step 5). If the demand has changed during a fixed time
period (i.e., new tasks have to be executed or new users joined the marketplace), the process
continues with step 2. In practice, the time between two iterations could correspond to a time
period of one week, e.g., but can be set to any value depending on the volatility of the market.
During that time new SLA mappings are solicited from users (i.e., consumers and providers).

3.4 Adaptation Methods

This section introduces the utility and cost model for assessing SLA adaptation approaches.
The adaptation methods determine for every attribute name of the public SLA template sep-

arately, whether the current attribute name should be adapted or not. In this chapter, we investi-
gate three adaptation methods. The first adaptation method is the maximum method (which has
been applied in the example shown in Figure 3.2). The remaining two adaptation methods apply
heuristics, in order to find a balance between benefit and cost.

Maximum Method

Applying this method, the SLA attribute name, which has the highest number of attribute name
mappings, is selected (maximum candidate). The selected attribute name will become the next
attribute name of the next public SLA template.
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Example: If we assume that all attribute names have the same count, this method would
select any of the four possible attribute names randomly. If a public SLA template already exists,
the method will choose the attribute name that is currently used in the public SLA template.

Threshold Method

In order to increase the requirements for selecting the maximum candidate, this method intro-
duces a threshold value. If an attribute name is used more than this threshold (which can be
adapted) and has the highest count, then this attribute name will be selected. If more than one
attribute name is above the threshold and they have the same count, the method proceeds as
described for the maximum method. If none is above the required threshold, then the method
sticks to the currently used attribute name. Note, throughout the examples in this chapter, we
fix the threshold to 60%. A smaller threshold makes this method more similar to the maximum
method. A threshold of 0% would make this method identical to the maximum method. A
greater threshold makes changes in the SLA attribute name more unlikely and very similar to
the static approach that does not change SLA templates at all.

Example: Assuming an example in which none of the attribute names has a mapping per-
centage above 60% and all counts are equal, the threshold method sticks to the attribute name
that is currently used in the public SLA template.

Maximum-Percentage-Change Method

This method is divided into two steps. In the first step, the attribute name is chosen according to
the maximum method.

In the second step, which comprises τ iterations, attribute names will be changed, only if
the percentage difference between the highest count attribute name and the currently selected
attribute name exceeds a threshold. The threshold σT is set to 15% within this chapter. A low
threshold leads to more mappings, whereas a high threshold leads on average to fewer mappings.
After τ iterations (e.g., τ = 10), the method re-starts with executing the first step. This allows
slighter changes to take effect.

Example: Let us suppose the mapping count resulted in attribute nameA′ having the highest
count. By applying the maximum method, A′ is selected. In the next iteration, the number of
mappings for each attribute name has changed. Attribute name A accounted for 10%, A′ for
28%, A′′ for 32%, and A′′′ for 30% of all mappings. Assuming a threshold of 15%, the chosen
attribute does not change. The percentage difference between attribute nameA′ and the attribute
name A′′ with the highest count is only 32/28− 1.0 = 14.3%.

3.5 Utility and Cost Model

Since the aim of this chapter is to assess the benefit and the cost of using the adaptive SLA
mapping approach for finding the optimal standardized goods in a Cloud market, we define a
utility and cost model. At its core, the model defines the utility function and the cost function.
The utility function and the cost function, which take attributes of the private SLA template of
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the customer and the attributes of the public SLA template as input variables, help to quantify
the benefit and the cost.

The model assumes an increase in benefit, if an attribute (or attribute name or attribute
value) of both templates is identical. This is motivated by the fact that the Cloud resource
traded is identical to the need of the buyer (or, in the other case, the provisioned resource of the
provider) and, therefore, no inefficiency through resource over-provisioning occurs. The model
also captures the effort (i.e., cost) of changing an SLA mapping. The cost is only incurred, if the
user needs to change her SLA mapping because of a change in the public SLA template.

To formally introduce these functions, we introduce some definitions. The set of SLA at-
tributes is defined as Tvar. As an example, we set Tvar = {α, β}, where α represents Number
of Cores in one CPU and β represents Amount of CPU Time (Note, α and β could also represent
attribute values). All possible attribute names that a user can map to a π ∈ Tvar are denoted as
V ar(π). Within this example, we set V ar(α) = {A,A′ , A′′ , A′′′}, representing Var(“Number
of Cores in one CPU”) = {CPU Cores, Cores of CPU, Number of CPUCores, Cores}, and
V ar(β) = {B,B′ , B′′ , B′′′}.

Assuming a set of private SLA templates C = {c1, c2, . . . , cn} of customers, we can now
define the relationship of a specific SLA attribute to a specific attribute name of this SLA at-
tribute at a specific point in time (i.e., iteration) i ∈ N for an SLA template p, p ∈ C ∪{T} (i.e.,
private or public SLA template) as

SLAp,i : Tvar →
⋃

π∈Tvar

V ar(π). (3.1)

With respect to our example, we assume SLAT,0(α) = A and SLAT,0(β) = B as our initial
public template T at time 0 (i.e., iteration 0).

Based on these definitions and the utility function exemplified in [65], we define the utility
function u+

c,i and the cost function u−c,i for consumer c, attribute π ∈ Tvar, and iteration i ≥ 1
with W+ ≥W− ≥ 0 as

u+
c,i(π) =

{
W+, SLAc,i(π) = SLAT,i(π)
0, SLAc,i(π) 6= SLAT,i(π)

(3.2)

u−c,i(π) =



0, SLAc,i(π) = SLAT,i(π)
0, SLAc,i(π) 6= SLAT,i(π)∧

SLAT,i−1(π) = SLAT,i(π)
W−, SLAc,i(π) 6= SLAT,i(π)∧

SLAT,i−1(π) 6= SLAT,i(π)

(3.3)

The utility function states that a consumer c receives a utility of W+, if the name of the
attribute of the private SLA template matches the name of the public SLA template attribute,
and a utility of 0 otherwise.

In this context cost is defined as the negative utility for a consumer relating to the effort of
generating a new SLA mapping. The cost function states that a consumer has a cost of W−, if
the attribute names do not match and the public template attribute of the previous iteration has
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been adapted to a new one. In this case, the consumer has to define a new attribute mapping,
as he cannot use the old one anymore. The cost of issuing a new mapping should be lower than
the utility of standardizing SLA attributes by achieving the same attribute names. This is why
W+ ≥W−. Here we set W+ = 1 and W− = 1/2.

In the other two cases, the consumer has no cost, since either the attribute names match or
the public template attribute name did not change since the previous iteration. That means he
does not need any new mapping. Thus, for attribute π, the consumer c at iteration i gets the net
utility

uoc,i(π) = u+
c,i(π)− u−c,i(π). (3.4)

The net utility for all attributes at iteration i for consumer c is defined as the sum of the net
utilities uoc,i(π):

uoc,i =
∑

π∈Tvar

uoc,i(π). (3.5)

In addition to this, the overall utility and overall cost (i.e., the utility and cost of all users C
and attributes π at iteration i) are defined as:

U+
i =

∑
c∈C

∑
π∈Tvar

u+
c,i(π) (3.6)

U−i =
∑
c∈C

∑
π∈Tvar

u−c,i(π) (3.7)

Consequently, the overall net utility at iteration i is defined as the difference between the
overall utilities minus the overall cost or as the sum of the net utility of all consumers c for all
attributes at iteration i:

Uoi = U+
i − U−i =

∑
c∈C

uoc,i. (3.8)

3.6 Simulation Environment

In order to evaluate the performance of the three adaptation methods with respect to the proposed
utility and cost model, we set up a simulation environment.

Testbed

For the simulation, we use a testbed that is composed of a scientific prototype (VieSLAF) [51]
and software that simulates SLA mappings of users. Figure 3.4 illustrates our emulation testbed.
The components that are drawn in white belong to VieSLAF. It comprises the knowledge base,
the middleware for managing SLA mappings provided by consumers and providers, and the
adaptation methods. The grey components indicate the components that simulate SLA mappings
of users.

A sample provider and a sample consumer are shown in the lower part of Figure 3.4.

26



Adaptation methods for
SLA templates:
-  Maximum Method
-  Threshold Method
-  Maximum-Percentate-
   Change Method

Remote
SLA
template

Meta Negotiaiton
Middleware (MNM)
Meta Negotiaiton

Middleware (MNM)
Meta Negotiaiton

Middleware (MNM)
SLA Mapping

Middleware

WSDL

API... ...

Remote
SLA
template

Data Model

Private SLA
template

Private SLA
template

Trans-
formation
rules:
XSLT,
XPath

Trans-
formation
rules:
XSLT,
XPath

Trans-
formation
Rules:
XSLT,
XPath

Trans-
formation
Rules:
XSLT,
XPath

meta
negotiatio
n document

meta
negotiatio
n document

Public
SLA
template

Knowledge Base

SLA Demand 
Generation for Consumer

Consumer

Provider

Registry

VieSLAF

(1)(2)

(3)

(4)

(5)

Public
SLA
template

SLA Mapping
Middleware

SLA Supply
Generation for Provider 

Figure 3.4: Adaptive SLA mapping architecture using VieSLAF.

The SLA mapping middleware, which follows a client-server design, facilitates the access
by the provider and the consumer to registries. It provides to users a GUI for browsing public
SLA templates. The SLA mapping middleware is based on different Windows Communication
Foundation (WCF) services, of which only a few are mentioned in the following paragraph.

The RegistryAdministrationService provides methods for the manipulation of the database.
This service requires administrator rights. An example for these methods is the creation of
template domains. Another service of the SLA mapping middleware is the SLAMappingSer-
vice, which is used for the management of SLA mappings by service consumers and service
providers (cf. (3) of Figure 3.4). Providers and consumers may also search for appropriate pub-
lic SLA templates through SLAQueryingService and define appropriate SLA mappings by using
the method createAttributeMapping. With each service request, it is also checked whether the
user has also specified any new SLA mappings. The SLA mappings (i.e., transformation rules)
are stored in the private database of the user and can be re-used by the user for her next SLA
mapping.

The knowledge base for storing the SLA templates in a predefined data model ((4) of Figure
3.4) is implemented as registries representing searchable repositories. Currently, we have im-
plemented an MS-SQL 2008 database with a Web service frontend. To handle scalability issues,
we intend to utilize non-SQL DBs (e.g., HadoopDB) with SQL-like frontends (e.g., Hive [197]).
SLA templates are stored in a canonical form, enabling the comparison of the XML-based SLA
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templates. The registry methods are also implemented as WCF services and can be accessed
only with appropriate access rights. The access rights distinguish three access roles: consumer,
provider and registry administrator. The registry administrator may create new SLA templates.
A service consumer and a service provider may search for SLA templates and can submit their
SLA mappings.

Based on the submitted SLA mappings, public SLA templates are adapted by the registry
administrator, using one of the adaptation methods ((5) of Figure 3.4), introduced in section 3.4.

Simulation Parameter Settings

For the simulation, we define five scenarios on how often attribute names occur in private SLA
templates on average. In particular, each scenario defines an occurrence distribution of four
different SLA attribute names. Our observations indicate that four different SLA attribute names
seem to be a reasonable number, especially when referring to the example given in Section
3.5 with SLA attribute names CPU Cores, Cores of CPU, Number of CPUCores, and Cores.
Another example would be the four names Cost, Charge, Rate and Price for one SLA attribute.
With four attributes set, we can partition all possible and interesting (i.e., leading to a different
outcome in any of the adaptation methods) situations into exactly five different scenarios that
are defined as follows:

• Scenario a: All attribute name counts of an attribute are equal.

• Scenario b: The counts of three attribute names are equally large and larger than the
remaining one.

• Scenario c: Two attribute name counts are equally large and are larger than the other two,
which are equally large as well.

• Scenario d: One attribute name, which has been picked as the attribute name for the initial
setting, has a larger count than the counts of the remaining three attribute names, which
are equally large.

• Scenario e: One attribute name, which has not been picked as the attribute name for the
initial setting, has a larger count than the counts of remaining three attribute names, which
are equally large.

The actual values of each of the five scenarios are shown in Table 3.1. The four attribute
names chosen for this example are: A,A′, A′′, A′′′. The initial setting of attribute α is the
attribute name A.

As an example for the use of the scenarios, we take scenario c. If attribute α (Number of
Cores in one CPU) is distributed according to scenario c, then the four attribute names occur in
average as follows: 10% of the attribute names isA, 10% of the attribute names isA′, 40% of the
attribute names is A′′, and 40% of the attribute names is A′′′. However, as we intend to account
for slight changes in the demand for attribute names by users, we draw randomly the attribute
names according to the distribution given in Table 3.1 instead of generating the exact number of
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Table 3.1: Average occurrence of attribute names in all scenarios.

Scenarios [%]
a b c d e

A 25 10 10 30.0 23.3
A’ 25 30 10 23.3 30.0
A” 25 30 40 23.3 23.3
A”’ 25 30 40 23.3 23.3

attribute names. Consequently, the actual counts of attribute names might vary compared to the
average values shown in Table 3.1. As an example, the attribute names generated according to
the distribution of scenario c might be 9%, 12%, 37%, and 42% instead of 10%, 10%, 40%, and
40%. This process of generation of attribute names is executed for each iteration.

Furthermore, another three simulation parameters are set. First, the number of iterations
is limited to 20. This number is chosen, because from iteration to iteration the consumer base
does not evolve (the consumers obey to the same distribution in every iteration, but the quite
low number of users reveals different random samples of the distributions). 20 iterations are
long enough to examine the natural market fluctuations, but more iterations would not reveal
any new information. At each iteration, 100 users perform SLA mappings to all SLA attributes.
The number is not set higher in order to mimic natural market fluctuations. At the end of an
iteration, a new public SLA template is generated, which is based on the adaptation method
and the SLA mappings of the user. As in our evaluation setting the market will not stabilize, a
final template as described in Figure 3.3 will not be achieved. For each of the three adaptation
methods we execute one separate simulation run. Moreover, the SLA template consists of five
SLA attributes, whose attribute names are distributed according to scenarios a-e, respectively.
This way, the results for utility and cost will be averaged values over all five scenarios. Table
3.2 summarizes these settings.

Table 3.2: Simulation parameter settings.

Simulation Parameter Value
Number of scenarios 5
Number of users (consumers & providers) 100
Number of SLA attributes per SLA template 5
Number of SLA attributes names per attribute 4
Number of adaptation methods applied 3
Number of iterations 20
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3.7 Experimental Results and Analysis

Net Utilities of Adaptation Methods

Using our SLA mapping approach, the user benefits by having access to public SLA templates
that reflect the overall market demand (i.e., the demand of all users). This benefit of a user is
expressed by Equation (3.2). However, this benefit comes with the cost for defining new SLA
mappings whenever the public SLA template changed (Equation (3.3)).

Within this section, we investigate the cost for all users (Equation (3.7)), the utility of all
users (Equation (3.6)), and the net utility of all users (Equation (3.8)) with respect to three
adaptation methods. The net utility metric is used to decide which of the three investigated
adaptation methods is superior.

The first investigated adaption method is the maximum method. It is our reference method,
since it does not use any heuristics. The simulation results, which are shown in this section, have
been obtained from running the simulation with parameter settings as described in Section 3.6.

Figure 3.5 shows the resulting public SLA templates over the iterations. For every of the
five possible parameter attributes a line indicates which SLA parameter name has been chosen
for the specific iteration.

The advantage of the maximum method is that the public SLA template generated with
this method minimizes the differences to all private SLA templates of all users. This method,
however, requires many SLA mappings.

Figure 3.5: Public templates for the maximum method.

Figure 3.6 shows, as expected, that the maximum method generates a high utility, since
it achieves many matchings of attribute names of the public SLA template and the private SLA
templates. Its utility stays around its initial utility value of about 170 for each iteration. However,
as expected as well, it requires many new mappings and, thus, incurs high costs to the users.
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Figure 3.6: Utility, cost, and net utility for the maximum method.

Consequently, the net utility is far lower than the utility.
In order to address this issue of high cost of the maximum method, we use heuristics in

the following two adaptation methods. The heuristics help to find a balance between the utility
of having a public SLA template, whose attribute names are identical to most of the attribute
names of the private SLA templates, and the cost of creating new SLA attribute mappings. The
first heuristics-based adaptation method, which we investigate, is the threshold method. The
simulation results are shown in Figures 3.7 and 3.8.

Figure 3.7: Public templates for the threshold method.

Figure 3.8 illustrates that the threshold method does not incur any cost to users at all, because
Figure 3.7 does not reveal any changes to the initially set parameter name at all. This is due to
the high threshold (i.e., a threshold of 60%), resulting in no changes of the public SLA template
attribute names. Nevertheless, the utility (and net utility) is not higher than the ones of the

31



Figure 3.8: Utility, cost, and net utility, for the threshold method.

maximum method, just more stable across the 20 iterations. Therefore, the threshold method
with a threshold of 60% could be considered the opposite strategy to the maximum method. That
means, the initial public SLA template does not get adapted at all. By lowering the threshold
parameter such that the threshold parameter for a few iterations is lower than the highest count
of an attribute name, it is expected that the net utility improves. If the threshold parameter is
lower than the minimum count of an attribute name in all iterations, then this method is identical
to the maximum method.

The maximum-percentage-change method is the second investigated heuristics-based adap-
tation method. The results are shown in Figures 3.9 and 3.10.

Figure 3.9: Public templates for the maximum-percentage-change method with τ = 10.

The simulation results show that in the first iteration and every tenth iteration (τ = 10) the
overall net utility decreases significantly due to the high amount of new SLA mappings needed
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Figure 3.10: Utility, cost, and net utility for the maximum-percentage-change method with τ =
10.

(compare the same iteration within Figures 3.9 and 3.10). At these iterations, the cost of the SLA
mappings is very high, since this method chooses the attribute names with the maximum number
of counts (not considering the threshold of 15%). In the subsequent iterations, however, the cost
is low and, therefore, the overall net utility increases significantly. It achieves even higher values
than the other two methods.

Average Cost and Average Net Utility

Table 3.3 shows the average overall utility, average overall cost, and the average overall net
utility for all three adaptation methods. The averages are calculated over all iterations. The
maximum method has achieved the highest average overall utility. It satisfies the largest number
of users. However, since it also incurs the highest costs, it becomes the method with the lowest
average overall net utility.

Table 3.3: Overall utility, overall costs, and overall net utilities averaged across all iterations
(The best values are highlighted in bold).

Maximum Threshold Max.-Perc.-Change
avg. overall utility 171.9 99.5 166.6
avg. overall cost 91.3 0.0 39.95
avg. overall net utilities 80.6 99.5 126.65

The threshold method does slightly better with respect to the average net utility than the
maximum method. This is due to the zero cost. The threshold method (with a high threshold)
stays with the initial SLA attribute name for the public SLA template.

The best adaptation method with respect to the average overall net utility is the maximum-
percentage-change method. We observe that the average overall net utility is better than the ones
of the other two adaptation methods, although the average overall utility is not the highest among
the three adaptation methods. The reason is that the cost is low. The low cost is a result of the
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fact that the SLA attribute names of the public SLA template are not changed frequently. They
are only changed in iterations kτ +1, k ∈ N0 (i.e., when the method behaves like the maximum
method) and whenever the threshold of 15% is exceeded.

Based on the result shown in this section, we can state that the adaptive SLA mapping
approach is a good way of generating standardized goods, which address the needs of the market.
To reduce the cost for creating SLA mappings frequently, the introduction of heuristics into the
adaptation methods is helpful. Results show that a significant reduction of costs can be achieved
while preserving the benefit of adapted public SLA templates.
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CHAPTER 4
Self-adaptive and Resource-Efficient

SLA Enactment for Cloud Computing
Infrastructures Using Knowledge

Management

In this chapter we conduct a preliminary evaluation of knowledge management techniques suit-
able for Cloud computing infrastructures. From this preliminary evaluation we concentrate on
the two most promising techniques: case based reasoning and rules. We will design and im-
plement these approaches, and finally devise a methodology to self-adapt all crucial parameters
for the rule-based approach using a method based on utility and another one based on workload
volatility, i.e., the intensity of workload dynamism.

4.1 Methods of Knowledge Management for SLA Management

This section describes some well-known knowledge management methods and presents a pre-
liminary analysis for the use of SLA enactment in a Cloud infrastructure following a use case.

Use Case

This section defines a use case that will be utilized for the examination of the knowledge man-
agement methods. An example SLA is depicted in Table 2.1, from which we consider four
Service Level Objectives (SLOs) for this analysis: incoming bandwidth (IB), outgoing band-
width (OB), storage (St), and availability (Av). The corresponding SLO values are shown on
the right hand side in Table 2.1. In order to evaluate the knowledge management approaches
we describe the status of the system in terms of running physical machines (PMs) and a specific
application running under this SLA at three different time points t1, t2, t3. We assume that one
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application is running on one virtual machine (VM), but one VM can run on (1,*) PMs, and on
one PM, there can run (1,*) VMs. Table 4.1 summarizes the system states we have measured.

IB OB St Av PMs
t1 12.0 20.0 1200 99.50 20
t2 14.0 18.5 1020 99.47 17
t3 20.0 25.0 1250 99.60 19

Table 4.1: Sample system states

Rule-based System

A rule-based system such as Jess [8] or Drools [15] contains rules in the “IF Condition THEN
Action” format, e.g.,

(1) IF IB < TT_IB THEN Add physical machine to VM.
(2) IF IB < TT_IB THEN Increase IB share by 5% for VM.
(3) IF Av < TT_Av THEN Add 2 comp. nodes to the cloud.
(4) IF Av < TT_Av THEN Outsource app. to other cloud.

Here we use threat thresholds (TTs) to trigger some action before an SLA is violated. There
are two drawbacks to this mechanism, though:

First, the question of how these TTs are obtained, has to be answered. They are very different
from one SLA parameter to another, e.g., for “SLO Storage > 1024 GB”, the TT could be
already at 1300 GB (127% of the original SLO), whereas for the SLO “IB > 10 Mbit/s” the TT
could be at 11 Mbit/s (110% of the original SLO), as one might say that reallocating bandwidth
shares is a lot quicker than reallocating storage. They can even differ a lot for the same parameter
in a different domain, e.g., the TT for availability in some medical domain, where human lives
can be at stake, must be much higher than for a 3D rendering service in the architectural domain.
A way to get around this would be to have the TTs specified in DSLs or to include them in the
SLA document. However, this would heavily depend on subjective estimations. Nevertheless,
it would be possible to find some experience values that make sense for the most common
parameters. Furthermore, it has to be specified whether these thresholds are derived from a
constant function of the parameter’s value, e.g., always add 5 units to the SLA parameter value,
from a linear one, e.g., always add 10% to the value, or even from an exponential or from any
other function. So to solve this in a universally valid way, one would have to find an appropriate
function for every SLA parameter in every domain.1

The second question is how to solve two contradicting rules. Consider rules (3) and (4)
depicted at the begining of this section. If availability for a certain service drops below the pre-
specified TT, should the rule engine rather add computing nodes or outsource an application, or
both? Using a salience concept to decide this, leads to a difficultly manageable load of rules.2 A
good examination of this problem can also be found in [109].

1This is actually what we do in Section 4.5.
2The introduced escalation levels (cf. Chapter 2) will help to mitigate this problem.
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In our use case from Table 4.1, the rules (1) - (4) above, and with TTIB = 12.5 for incoming
bandwidth and TTAv = 99.48 for availability, the rule engine would fire rules 1 and/or 2 at time
t1; at t2 it would fire rules 3 and/or 4, and at t3 it would do nothing.

Default Logic

Default Logic [33] is a version of a rule-based system whose rules are no longer simple IF-
THEN Rules, but can be described as IF condition - and there are no reasons against it - THEN
action. We write such a rule as δ = φ:ψ1,...,ψn

χ , where φ represents the condition, and χ is the
action to execute, if the statements ψ1, . . . , ψn are consistent with the current assumptions we
hold of our system. A sample rule considering our case study can be written as

d1 =
IB < TTIB : IncreaseIBshare

IncreaseIBshare
. (4.1)

The rule means: If incoming bandwidth is smaller than its threat threshold, and if there is
no reason against increasing bandwidth share, then increase bandwidth share. Reasons against
could be that the bandwidth share is already at its maximum or that other (possibly more impor-
tant) services issued a request for an increase at the same time. Contrary to ordinary rules in a
rule-based system, it is easy for default rules to understand that resources cannot be increased
indefinitely. However, default logic does not offer a remedy against the issues of retrieving TTs
and dissolving contradicting rules.

Furthermore, default logic is especially used in fields with a lot of contradicting information.
For Cloud computing, however, we are rather interested in determining the reason of the current
measurement information, e.g., why current incoming bandwidth has decreased. For example,
we want to know whether the current bandwidth problem is caused by internal problems (e.g.,
too many service requests but too little resources provided), which the Cloud is capable of solv-
ing on its own, or by external factors (e.g., a DDoS attack), which cannot be influenced directly.
Thus, we are rather confronted with more incomplete information than with contradicting one.

Situation Calculus

Situation Calculus [135] describes the world we observe in states, the so called fluents, and
situations. Fluents are first-order logic formulae that can be true or false based on the situation
in which they are observed. Situations themselves are a finite series of actions. The situation
before any action has been performed - the starting point of the system - is called the initial
situation. The state of a situation s is the set of all fluents that are valid in s. Predefined actions
can advance situations to new ones in order to work towards achieving a pre-defined goal by
manipulating the fluents in this domain. For a world of three bricks that can be stacked upon
each other lying on a table, fluents are quite easy to find: First, a brick can be on the table or not.
Second, a brick can have another brick on it or not. Third, a brick x can lie on a brick y or not.
Two possible actions are: Stack brick x on brick y and unstack brick y, i.e., put brick y onto the
table. Now, a goal could be to have one pile of all three bricks in a specified order with an initial
situation of them being piled in the reverse order. In each state of a situation, different fluents
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are true (e.g., brick x lies on brick y, brick y does not lie on brick x, brick z lies on the table),
and stacking or unstacking generates a new situation.

To map this analogy to Cloud Computing is not as easy. As far as fluents are concerned,
in a Cloud we have to consider the current value of each specific parameter, and whether the
respective SLO is fulfilled or not. Furthermore, all the states of the Cloud itself like number of
running virtual machines, number of physical machines available, etc., have to be modeled as
fluents as well. Fluents for a specific application could be the predicate has_value(SLAParameter
p, Value v) with v ∈ R3 meaning that the SLAParameter p holds the value v in the current
situation, and fulfills(SLO s) meaning that the specified application fulfills a certain SLO s. The
predicate has_value(SLAParameter p1, x) is valid for only one x ∈ R in a certain situation. The
possible actions are provided by our use case.

Since we always observe the Cloud with all its states as a whole, it can be very difficult to
derive exactly one action that could lead to an advancement of achieving a goal. The solution
could be to view applications isolated from each other and to have one overall view that only
takes into account some higher-level information like fulfillsSLA(Application app) meaning an
application fulfills all its current SLOs at the moment. A doable way of defining goals could be
to define utility functions that state the utility of a service fulfilling its SLA. Parameters of this
utility function can be the importance of the consumer and the penalty that has to be paid when
violating each SLO. The system then tries to find actions to maximize the utility.

Consider a Cloud servicing 100 applications with five SLA parameters each. This leads to
100∗(5+1) = 600 different fluents, like has_value(SLAParameter p1, x), has_value(SLAParameter
p2, y), etc., and fullfills(SLO s) for every application. Thus, the largest obstacles to this approach
are the large number of fluents and the immense search space for the possible actions as a result
thereof.

Case Based Reasoning

Case Based Reasoning is the process of solving problems based on past experience [27]. In
more detail, it tries to solve a case (a formatted instance of a problem) by looking for similar
cases from the past and reusing the solutions of these cases to solve the current one. In general,
a typical CBR cycle consists of the following phases assuming that a new case was just received:

1. Retrieve the most similar case or cases to the new one.

2. Reuse the information and knowledge in the similar case(s) to solve the problem.

3. Revise the proposed solution.

4. Retain the parts of this experience likely to be useful for future problem solving.

In step 4, the new case and the found solution is stored in the knowledge base. In the following
section, we will show how we adapt CBR to the needs of SLA enactment in the field of Cloud
computing.

3Instead of R one could consider using different sets with an only finite number of elements, as the set of floating
point numbers.
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Figure 4.1: The process of Case Based Reasoning

CBR Adapted to SLA Enactment

This section discusses the basic CBR model used for SLA enactment and some of its variations.
Following the diagram in Figure 4.1, the basic idea is to have rules stored in database 1

that engage the CBR system once a TT value has been reached for a specific SLA parameter.
The measurements are fed into the CBR system, surrounded by the frame, as a new case by
the monitoring component. Then, CBR prepared with some initial meaningful cases stored in
database 2, chooses the set of cases which are most similar to the new case by various means as
described in Section 4.1. From these cases we select the one with the highest utility measured
before. Now we trigger the action that was executed in the selected case. Finally, we measure
the result of this action in comparison to the initial case some time intervals later and store it with
the calculated utilities as a new case to CBR. Summing up, we have the following basic process
(cf. Figure 4.1): New Measurements arrive (Measurements)→ Check whether the TTs reached
for some parameter (Rules to engage CBR). If yes, choose a set of most similar cases in CBR
and from them choose the one with the highest utility (Case Based Reasoning)→ Execute action
of this case (Trigger 1 action)→ Calculate utility of this action by measuring results (Measure
results) → Store case in CBR (Feedback). Doing this, we can constantly learn new cases and
evaluate the usefulness of our triggered actions. By measuring the utility after more than one
time interval, CBR is also able to learn whether an action was carried out too late (when utilities
improved following the time intervals, but the improvement was too late in order to prevent an
SLA violation) or even unnecessary. Thus, the TTs, which tell us when to engage the CBR
mechanism, can be constantly ameliorated as well.

Further thoughts on the base concept lead to the following variations:

a) Instead of using rules with TTs, CBR continuously receives new cases by the measurement
device. Thus, CBR is not triggered due to TTs, but constantly active. This way we can get rid
of TTs, which is especially useful in the early stage when the system does not have historical
measurements.

b) As depicted in Figure 4.2, we divide the system status into (1) a manual phase, where we
create or adapt cases manually, (2) an active CBR phase as usual, and (3) a passive rule-
based phase, where we only do something, if the TT is attained, which we learned in the
active phase. When in phase 3, we also calculate utilities of our actions as in phase 2. If the
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Figure 4.2: Active and Passive phases in the CBR management

utilities get too low, depending on the severity, we either reactivate the active phase (phase
2) to learn new cases or even go into the manual phase (phase 1). When utilities ameliorate,
we finally go back to the passive phase (phase 3).

c) For simple parameters (parameters whose causes are easy to understand and model), we have
simple TTs and actions using rules instead of using CBR, which helps to relieve computing
resources.

Preliminary Implementation of CBR

This section describes implementation details of CBR and methods we used for learning and
reacting, as well as the utility measurements employed. The implementation follows variation
(a) of the previous section.

We implemented the testbed in Java, based on FreeCBR [6], a generic implementation of
step (1) of the list explaining CBR, i.e., “retrieving the most similar case or cases to the new
one”. As can be seen in Figure 4.3 a complete case consists of: (a) the id of the application
being concerned (i.e., instance ID) (line 2), (b) the initial case (measurements by the monitoring
component) consisting of the SLO values of the application and global Cloud information like
number of running virtual machines (lines 3 – 10), (c) the executed action (line 11), (d) the
resulting case (measured some time interval later as in (b) (lines 12 – 19), and (e) the resulting
utility (line 20).

To evaluate the actual utility a specific action helped in a specific case, we compare the
utility of the initial case to the utility of the resulting case. Let αold and αnew be the actual
values of some parameter α measured at the initial and the resulting case, respectively, and αT
the specified SLO value. We define the relative utility for a parameter α, whose SLO is α ≥ αT .
In case the SLO might be α ≤ αT , the definition has to be multiplied by -1. We define utility
u(α) for αT 6= 0 as

u(α) =
α− αT
αT

. (4.2)
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1. (
2. (SLA, 1),
3. (
4. ((Incoming Bandwidth, 12.0),
5. (Outgoing Bandwidth, 20.0),
6. (Storage, 1200),
7. (Availability, 99.5),
8. (Running on PMs, 1)),
9. (Physical Machines, 20)
10. ),
11. "Increase Incoming Bandwidth share by 5%",
12. (
13. ((Incoming Bandwidth, 12.6),
14. (Outgoing Bandwidth, 20.1),
15. (Storage, 1198),
16. (Availability, 99.5),
17. (Running on PMs, 1)),
18. (Physical Machines, 20)
19. ),
20. 0.002
21. )

Figure 4.3: CBR case example

The gain in (or maybe loss of) utility from the initial to the resulting case for a parameter α can
be described as

u(αold, αnew) =
αnew − αT

αT
− αold − αT

αT
=
αnew − αold

αT
. (4.3)

As a next step we have to define the utility for parameters not stated in the SLA of the
application, like “running on PMs” or the global parameter “Physical Machines”. Considering
our use case we define that the fewer PMs the application runs on, the better it is, since this frees
up resources for other applications. The same is true for the impact of the number of running
physical machines. Shutting down every physical machine that is not needed to guarantee the
SLAs is seen as a positive effect on our utility. Thus, we also compare the number of running
PMs from the resulting to the initial case with u(PMsold, PMsnew) = PMsold−PMsnew

PMsold
. The

same principle is true for “running on PMs”.
We now derive the final utility by taking the average of the utilities u(αold, αnew) for all

SLA parameters α, of the utilities of running PMs, and of the global parameters. Of course, one
could also take into consideration building a weighted average. Generally speaking, there may
be more sophisticated methods to define utilities than this linear approach, but for simplicity we
decided to start with this one.

For our complete case depicted in Figure 4.3 and the SLA from our use case in Table 2.1,
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the utility is thus calculated as follows:

u(case) =
(12.6−12.0

10.0 + 20.1−20.0
12.0 + 1198−1200

1024 + 99.5−99.5
99.0 ) + 1−1

1 + 20−20
20.0

6
≈ 0.011 (4.4)

The similarity of the cases is evaluated by the Euclidean distance, which for two cases takes the
square root of the sum of the squared differences of each of the parameters. Of course, as for the
utility, one could also weigh these parameters, which we chose to renounce for the beginning.

Furthermore, for the retrieval of similar cases, we implemented two methods. Each method
seeks some cases, from which it chooses the one with the highest utility. The first method,
which we call t-neighborhood method, looks for the case with the highest match percentage and
takes all cases into consideration that have a distance of t% to the case with the highest match
percentage. The second method, the clustering method, uses a k-means clustering algorithm [94]
to group the cases into k clusters, from which we choose the one that includes the case with the
highest match percentage. We try the clustering for several ks, and finally choose the k that has
the lowest variance among all clusters.

Preliminary Evaluation

In this section we compare the outcomes of the test case using CBR with what we had expected
a rational administrator to do. Thus, e.g., if storage for an application is extremely scarce, but
all other values are in normal range, we expect the administrator to add allocated storage by
the highest possible percentage – we will refer to this as the intensity of an action –, and not to
increase any other parameter, do nothing or even decrease storage.

After feeding the knowledge base with 9 different cases, we test it against the SLA defined
in our use case with 6 new cases and evaluate the results. The initial cases are displayed in Table
4.2, where each column holds one of the cases 1-9. The upper part of the Table (parameters with
subscript b), shows values as they were measured before any action took place. The row Action
indicates the triggered actions in the specific cases followed by the measured parameters after
the suggested action (parameters with subscript a). The Row Utility shows the utilities gained
by these actions.

The six test cases that are stored one after the other into the knowledge base are presented
in Table 4.3. The columns depict the cases 1-6, whereas the rows show the parameters at the
beginning of the CBR cycle.

The result, i.e., what action was triggered, can be seen in Tables 4.4 and 4.5 for the clustering
and the neighborhood method, respectively. In Table 4.4, the expected action column shows what
action one could expect to be triggered in the test case (the same column is valid for Table 4.5 and
is not repeated therein). The recommended action columns in Tables 4.4 and 4.5 define which
action was actually recommended by the CBR mechanism. The variance column of Table 4.4
gives us an insight on how compact these clusters are. A low variance signifies high coherence
(the points of one cluster have a small distance to each other), whereas high variance signifies
the opposite. Additionally, in Table 4.5, where we present results for t = 3% and t = 5%, we
show the number of cases in the t-neighborhood of the case with the highest match percentage.
This shows how large the set of cases was to choose the one with the highest utility. The more
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1 2 3 4 5 6 7 8 9
IBb 15.0 11.0 10.5 15.0 15.0 15.0 15.0 15.0 15.0
OBb 20.0 20.0 20.0 13.0 12.5 20.0 20.0 20.0 20.0
Stb 1200 1200 1200 1200 1200 1050 1000 1000 1200
Avb 99.5 99.5 99.5 99.5 99.5 99.5 99.5 99.45 99.4
RPMsb 1 1 1 1 1 1 1 1 1
PMsb 20 20 20 20 20 20 20 20 20
Action Do

noth-
ing.

IBW
+ 5%

IBW
+
10%

OBW
+ 5%

OBW
+
10%

St +
5%

St +
10%

M +
5%

M +
10%

IBa 15.0 11.55 11.55 15.0 15.0 15.0 15.0 15.0 15.0
OBa 20.0 20.0 20.0 13.65 13.75 20.0 20.0 20.0 20.0
Sta 1200 1200 1200 1200 1200 1103 1100 1200 1200
Ava 99.5 99.5 99.5 99.5 99.5 99.5 99.5 99.5 99.5
RPMsa 1 1 1 1 1 1 1 1 1
PMsa 20 20 20 20 20 20 20 20 20
Utility 0.0 0.009 0.0175 0.009 0.017 0.009 0.016 8.41 ·

10−5
1.68 ·
10−4

Table 4.2: Initial Cases for CBR

1 2 3 4 5 6
IB 15.0 11.0 10.5 15.0 20.0 10.0
OB 20.0 20.0 20.0 13.0 25.0 18.0
St 1200 1200 1200 1200 1250 1450
Av 99.5 99.5 99.5 99.5 99.6 99.5
RPMs 1 1 1 1 1 1
PMs 20 20 20 20 20 20

Table 4.3: Test cases for CBR

cases there are, the higher the chance to catch a case with a higher utility, but at the same time
the smaller the similarity is to the original one.

Based on the evaluation results presented in Table 4.4 and 4.5 we conclude that the actions
are pretty much the same for both algorithms and relate to the expected action. Only the in-
tensity of the action is always higher than one would expect to be necessary, because greater
improvements always have higher utility values (cf. Equation (4.3)). This could be ameliorated
by modifying the utility function to allow for more moderate actions to have higher utilities.
Nevertheless, the problematic SLA parameter, i.e., the parameter whose resources were scarce,
is always identified correctly. With the exception of case 5, which has excellent SLA param-
eter values and does not require any action to be executed, all methods recommend an action
to trigger except the neighborhood method for t = 3%. This is explained by the same argu-
ment why higher intensities have always been chosen: Doing more than is necessary always
achieves a higher utility than doing less or nothing. Thus, the value of doing nothing could also
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Case Expected Action Recommended Action Variance
1 IBW + 5% IBW + 10% 23
2 OBW + 5% OBW +10% 18
3 St + 5% St + 10% 208
4 St + 10% St + 10% 14
5 None St + 10% 96
6 IBW + 10% IBW + 10% 40

Table 4.4: Evaluation results using the clustering algorithm

t = 5% t = 3%
Case Recomm. Action Cases in t-

neighborhood
Recomm. Action Cases in t-

neighborhood
1 IBW + 10% 2 IBW + 10% 2
2 OBW + 10% 4 OBW +10% 4
3 St + 10% 2 St + 10% 2
4 St + 10% 3 St + 10% 2
5 M + 5% 2 None 1
6 IBW + 10% 8 IBW + 10% 5

Table 4.5: Evaluation results using the neighborhood algorithm

be appreciated more in the definition of the utilities.

Preliminary Conclusion

In this section we discussed several approaches for knowledge management in self-adaptable
Clouds, which were rule-based systems, default logic, situation calculus, and case based reason-
ing. We adopted the case based reasoning (CBR) method for the interpretation of measurement
data with the goal of preventing SLA violations by triggering appropriate actions. Additionally,
we designed a CBR based mechanism for the automatic re-configuration or even avoidance of
threat thresholds topped with the introduction of general utility functions, which we were able
to design without any semantic knowledge of the SLA parameters.

Currently, the CBR approach has been evaluated only against one SLA. A big issue, how-
ever, is that concurring SLAs may prevent other applications from being executed, especially
if resources are scarce. Also, we have only used predefined SLA parameters, which could be
extended to generate user defined SLA parameters including the development of appropriate
DSLs. Furthermore, we want to validate this approach by generating an extensive simulation
model of a cloud environment over several time steps - using that, we will be able to evaluate
not only CBR, but also other knowledge management methods from a hands-on point of view.

Nevertheless, we provided a means of proactively gearing the cloud infrastructure against
SLA violations regardless of the SLA parameters in use. We have presented the proof of concept
for the realization of the CBR-based knowledge management systems for self-adaptable Clouds.
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4.2 Speculative Approach

After the preliminary evaluation and conclusion, this section subsumes all the common assump-
tions for both approaches that will be presented next in more detail: CBR and the (self-adpating)
rule-based approach.

We assume that customers deploy applications on an IaaS Cloud infrastructure. SLOs are
defined within an SLA between the customer and the Cloud provider for every application.
Furthermore, there is a 1:1 relationship between applications and VMs. One VM runs on exactly
one PM, but one PM can host an arbitrary number of VMs with respect to supplied vs. demanded
resource capacities. After allocating VMs with an initial capacity (by estimating initial resource
demand) for every application, we continuously monitor actually used resources and re-allocate
resources according to these measurements.

Provided (1) Utilized (2) Agreed (3) Violation?
500 GB 400 GB ≥ 1000GB NO
500 GB 510 GB ≥ 1000GB YES
1000 GB 1010 GB ≥ 1000GB NO

Table 4.6: Cases of (non-) SLA violations using the example of storage

For tackling the resource allocation for VMs, we need to define how measured, provided
and agreed values interrelate, and what actually constitutes an SLA violation. An example is
provided in Table 1. At first, we deal with the measured value (1), which represents the amount
of a specific resource that is currently used by the customer. Second, there is the amount of
allocated resource (2) that can be used by the customer, i.e., that is allocated to the VM which
hosts the application. Third, there is the SLO agreed in the SLA (3). A violation therefore
occurs, if less is provided (2) than the customer utilizes (or wants to utilize) (1) with respect
to the limits set in the SLA (3). Considering Table 1 we can see that rows 1 and 3 do not
represent violations, whereas row 2 does represent an SLA violation. In order to save resources
we envision a speculative approach: Can we allocate less than agreed, but still more than used
in order not to violate an SLA? The most demanding questions are how much can we lower
the provisioning of a resource without risking an SLA violation. This heavily depends on the
characteristics of the workload of an application, especially its volatility.

4.3 Case Based Reasoning

After explaining CBR in Section 4.1 and taking the preliminary evaluation into account, three
issues have to be solved to better adapt CBR to our problem. First, it has to be decided how
to format an instance of the problem. Second, it has to be decided when two cases are similar.
Third, good reactions have to be distinguished from bad reactions.

As to the first problem we assume that each SLA has a unique identifier id and a collection
of SLOs. SLOs are predicates of the form

SLOid(xi, comp, πi) with comp ∈ {<,≤, >,≥,=}, (4.5)
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where xi ∈ P represents the parameter name for i = 1, . . . , nid, πi the parameter goal, and
comp the appropriate comparison operator. Then, a CBR case c is defined as

c = (id,m1, p1,m2, p2, . . . ,mnid
, pnid

), (4.6)

where id represents the SLA id, and mi and pi the measured (m) and provided (p) value of the
SLA parameter xi, respectively.

To use the SLA parameters storage and incoming bandwidth for example, a typical use
case looks like this: SLA id = 1 with SLO1(“Storage”, ≥, 1000) and SLO1 (“Bandwidth”,
≥, 50.0). A corresponding case received by the measurement component is therefore written
as c = (1, 500, 700, 20.0, 30.0). A result case rc = (c−, ac, c+, utility) includes the initial
case c−, the executed action ac, the resulting case c+ measured some time interval later, which
corresponds to one iteration in the simulation engine, and the calculated utility described later.
In order to give the KB some knowledge about what to do in specific situations, several initial
cases are stored in the KB as described in [150] in more detail.

Secondly, to define similarity between two cases is not straightforward, because due to their
symmetric nature Euclidean distances, e.g., do not recognize the difference between over- and
under-provisioning. Following the principle of semantic similarity from [96] for the summation
part this leads to the following equation

d(c−, c+) = min(wid,
∣∣id− − id+

∣∣) +
∑
x∈P

wx

∣∣∣∣(p−x −m−x )− (p+
x −m+

x )
maxx −minx

∣∣∣∣ , (4.7)

where w = (wid, wx1 , . . . , wxn) is the weight vector; wid is the weight for non-identical SLAs;
wx is the weight, andmaxx andminx the maximum and minimum values of differences px−mx

for parameter x.
As far as the third issue is concerned, every action is evaluated by its impact on violations

and utilization. This way CBR is able to learn whether an action was appropriate for a specific
measurement or not. The utility of an action is calculated by comparing the initial case c− with
the resulting final case c+. The utility function is composed by a violation and a utilization term
weighed by the factor 0 ≤ α ≤ 1:

utility =
∑
x∈P

violation(x) + α · utilization(x) (4.8)

Higher values for α strengthen the utilization of resources, whereas lower values strengthen the
non-violation of SLA parameters. We further note that c(x) describes a case only with respect
to parameter x. E.g., we say that a violation has occurred in c(x), when in case c the parameter
x was violated.

We define the violation function for every parameter x as follows:

violation(x) =


1, No violation occurred in c+(x), but in c−(x)
1/2, No violation occurred in c+(x) and c−(x)
−1/2 Violation occurred in c+(x) and c−(x)
−1 Violation occurred in c+(x), but not in c−(x)

(4.9)
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The utilization function is calculated by comparing the used resources to the provided
ones. We define the distance δ(x, y) = |x− y|, and utilization for every parameter as

utilization(x) =


1, δ(p−x ,m

−
x ) > δ(p+

x , u
+
x )

−1, δ(p−x ,m
−
x ) < δ(p+

x , u
+
x )

0, otherwise.

(4.10)

A utilization utility of 1 is retrieved if less over-provisioning of resources takes place in the final
case than in the initial one, and a utilization utility of −1 if more over-provisioning of resources
takes place in the final case than in the initial one.

The whole CBR process works as follows: Before the first iteration, we store the mentioned
initial cases consisting of an initial measurement, an action and a resulting measurement. Then,
when CBR receives a new measurement, this measurement is compared to all cases in the KB.
From the set of closest cases grouped by a clustering algorithm we choose the one with the
highest utility and execute exactly the same action as in the chosen case. Afterwards, this action,
the resulting measurement and the utility of the action is added to the initial measurement, and
stored as a complete case.

4.4 Rule-based Approach

Using the escalation levels presented in Section 2.3 we mitigate the problems pointed out in
Section 4.1 for a rule-based approach.

For the rule-based approach we first introduce several resource policy modes to reflect the
overall utilization of the system in the VM configuration rules. Dealing with SLA-bound re-
source management, where resource usage is paid for on a “pay-as-you-go” basis with SLOs
that guarantee a minimum capacity of these resources as described above, raises the question,
whether the Cloud provider should allow the consumer to use more resources than agreed. We
will refer to this behavior as over-consumption. Since the consumer will pay for every additional
resource, it should be in the Cloud provider’s interest to allow over-consumption as long as this
behavior does not endanger the SLAs of other consumers. Thus, Cloud providers should not
allow over-consumption when the resulting penalties they have to pay are higher than the ex-
pected revenue from over-consumption. To tackle this problem, we introduce five policy modes
for every resource that describe the interaction of the five escalation levels. As can be seen in
Table 4.7 the policy modes are green, green-orange, orange, orange-red and red. They range
from low utilization of the system with lots of free resources left (policy mode green) over a
scarce resource situation (policy mode orange) to an extremely tight resource situation (policy
mode red), where it is impossible to fulfill all SLAs to its full extent and decisions have to be
made which SLAs to deliberately break and which applications to outsource.

In order to know whether a resource r is in danger of under-provisioning or already is under-
provisioned, or whether it is over-provisioned, we calculate the current utilization utr = user

prr ×
100, where user and prr signify how much of a resource r was used and provided, respectively,
and divide the percentage range into three regions using the two “threat thresholds” TT rlow and
TT rhigh:
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green Plenty of resources left. Over-consumption allowed.
green-orange Heavy over-consumption is forbidden. All applications that consume more than τ%

(threshold to be specified) of the agreed resource SLO are restrained to τ/2% over-
consumption

orange Resource is becoming scarce, but SLA demand can be fulfilled if no over-consumption
takes place. Thus, over-provisioning is forbidden.

orange-red Over-provisioning forbidden. Initiate outsourcing of some applications.
red Over-provisioning forbidden. SLA resource requirements of all consumers cannot be ful-

filled. If possible, a specific choice of applications is outsourced. If not enough, appli-
cations with higher reputation points or penalties are given priority over applications with
lower reputation points/penalties. SLAs of latter ones are deliberately broken to ensure
SLAs of former ones.

Table 4.7: Resource policy modes

• Region −1: Danger of under-provisioning, or under-provisioning (> TT rhigh)

• Region 0: Well provisioned (≤ TT rhigh and ≥ TT rlow)

• Region +1: Over-Provisioning (< TT rlow)

The idea of this rule-based design is that the ideal value that we call target value tv(r) for
utilization of a resource r is exactly in the center of region 0. So, if the utilization value after
some measurement leaves this region by using more (Region -1) or less resources (Region +1),
then we reset the utilization to the target value, i.e., we increase or decrease allocated resources
so that the utilization is again at

tv(r) =
TT rlow + TT rhigh

2
%.

As long as the utilization value stays in region 0, no action will be executed. E.g., for r =
storage, TT rlow = 60%, and TT rhigh = 80%, the target value would be tv(r) = 70%. Figure 4.4
shows the regions and measurements (expressed as utilization of a certain resource) at time steps
t1, t2, . . . , t6. At t1 the utilization of the resource is in Region −1, because it is in danger of a
violation. Thus, the KB recommends to increase the resource such that at the next iteration t2
the utilization is at the center of Region 0, which equals the target value. At time steps t3 and t4
utilization stays in the center region and consequently, no action is required. At t5, the resource
is under-utilized and so the KB recommends the decrease of the resource to tv(r), which is
attained at t6. Additionally, if over-provisioning is allowed in the current policy mode, then the
adjustment will always be executed as described regardless of what limit was agreed in the SLA.
On the other hand, if over-provisioning is not allowed in the current policy mode, then the rule
will allocate at most as much as agreed in the SLA (SLOr).

The concept of a rule increasing resource r is depicted in Figure 4.5. The rule executes if
the current utilization utr and the predicted utilization utrpredicted of the next iteration (cf. next
paragraph) both exceed TT rhigh (line 2). Depending on what policy level is active the rule either
sets the provided resource prr to the target value tv(r) for policy levels green and green-orange
(line 3) or to at most what was agreed in the SLA (SLOr) plus a certain percentage ε to account
for rounding errors when calculating the target value in policy levels orange, orange-red and red
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Figure 4.4: Example behavior of actions at time intervals t1-t6

(line 5). A similar rule scheme for decreasing a resource can be seen in Figure 4.6. The main
difference is that it does not distinguish between policy modes and that it sets the provisioned
resource to at least a minimum value minPrr, which may be 0, that is needed to keep the
application alive (line 4). The rule is executed if the current utilization utr and the predicted
utilization utrpredicted of the next iteration both lie below TT rlow (line 2).

A large enough span between the thresholds TT rlow and TT rhigh helps to prevent oscillations
of repeatedly increasing and decreasing the same resource. However, to further reduce the risk
of oscillations, we suggest to calculate a prediction for the next value based on the latest mea-
surements. Thus, an action is only invoked when the current AND the predicted measurement
exceed the respective TT. So, especially when only one value exceeds the TT, no action is exe-
cuted.

1 IF
2 utr > TT rhigh AND utrpredicted > TT rhigh

3 THEN
4 Set prr to user

tv(r) for policy modes green, green-orange.

5 Set prr to min( user

tv(r) , SLO
r ∗ (1 + ε/100)) for policy modes orange, orange-red,

red.

Figure 4.5: Rule scheme for increasing a resource

1 IF
2 utr < TT rlow AND utrpredicted < TT rlow

3 THEN
4 Set prr to max( user

tv(r) ,minPr
r).

Figure 4.6: Rule scheme for decreasing a resource

The rules have been implemented using the Java rule engine Drools [15]. The Drools engine
sets up a knowledge session consisting of different rules and a working memory. Rules get
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activated when specific elements are inserted into the working memory such that the conditional
“when” part evaluates to true. Activated rules are then triggered by the simulation engine. In
our case, the simulation engine inserts measurements and SLAs of applications into the working
memory. Different policy modes will load slightly modified rules into the Drools engine and thus
achieve a high adaptability of the KM system reacting to the general performance of the Cloud
infrastructure. As opposed to the CBR based approach in [150], the rule-based approach is able
to fire more than one action at the same iteration, which inherently increases the flexibility of the
system. Without loss of generality we can assume that one application runs on one VM (several
applications’ SLAs can be aggregated to form one VM SLA) and we assume the more interesting
case of policy modes orange, orange-red or red, where over-provisioning is not allowed.

Listing 4.1 shows the rule to increase parameter storage formulated in the Drools language
following the pattern presented in Figure 4.5. Line 1 defines the name of the rule that is split
into a condition part (when, lines 2-12) and an execution part (then, lines 13-17). Line 4 tries
to find the SLA of an application, stores its id into $slaID and the SLA into $slaApp.
Line 6 looks for a set of actions for this $slaID where no storage action has been added yet
(storage == false) in order to avoid contradicting actions for storage for one measure-
ment. Line 8 searches for a measurement for the appropriate VM (vmID == $slaID) that
has been inserted into working memory that is no prediction ($prediction == false)
and where the percentage of utilized storage exceeds TT rhigh, i.e.,

storage_utilized > storage_HighTT,

and stores used and provided values into $s_used and $s_provided, respectively. The
predicted measurement for the next iteration is handled similarly in line 10. Finally, line 12
checks whether provided storage is still below the agreed value in the SLA. This is done, because
in policy modes orange to red over-consumption is prohibited. The rules for policy modes
green and green-orange would omit this line. Now, if all these conditions are met, the rule gets
activated. When fired, line 15 calculates the new value for prr as explained in Figure 4.5. This
line (as line 12) would also be altered for policy modes green and green-orange. Line 17 then
modifies the action container $as and inserts the appropriate storage action with the value for
provided storage to be set. Other rules follow the same pattern as described here and in Figure
4.5 for rules increasing resource allocations and in Figure 4.6 for rules decreasing resource
allocations.

Listing 4.1: Rule “storage_increase”
1 r u l e " s t o r a g e _ i n c r e a s e "
2 when
3 / / Remember SLA i d o f a p p l i c a t i o n
4 $SLA_app : A p p l i c a t i o n ( $ s l a I D : i d )
5 / / Look f o r s e t o f a c t i o n s t h a t has no s t o r a g e a c t i o n y e t
6 $as : A c t i o n s ( s l a I D == $s la ID , s t o r a g e == f a l s e )
7 / / Look f o r measurement t h a t has h igh u t i l i z a t i o n o f s t o r a g e
8 $m : Measurement ( p r e d i c t i o n == f a l s e , s t o r a g e _ u t i l i z e d > s torage_HighTT ,

vmID == $s la ID , $s_used : s t o r a g e _ u s e d , $ s _ p r o v i d e d : s t o r a g e _ p r o v i d e d )
9 / / Look f o r p r e d i c t e d measurement t h a t w i l l have h igh u t i l i z a t i o n o f s t o r a g e

10 $m_pred : Measurement ( p r e d i c t i o n == true , s t o r a g e _ u t i l i z e d > s torage_HighTT
, vmID == $ s l a I D )
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11 / / Check whe ther we p r o v i d e l e s s than SLO v a l u e
12 e v a l ( $ s _ p r o v i d e d <= Double . va lueOf ( $SLA_app . getThresholdByName ( " s t o r a g e " ) ) )
13 then
14 / / C a l c u l a t e t v
15 double newStorage = Math . min ( $s_used / ( ( s to rage_HighTT + storage_LowTT ) / 2 ) ,

Double . va lueOf ( SLA_app . getThresholdByName ( " s t o r a g e " ) ) ∗ (1+ eps / 1 0 0 ) ) ;
16 / / Add s t o r a g e a c t i o n t o s e t o f a c t i o n s
17 modify ( $as ) addAc t ion ( new S t o r a g e A c t i o n D i r e c t ( newStorage , "GB" ) ) ,

s e t S t o r a g e ( ) ;
18 end

4.5 Self-adapting the Rule-based Approach

As will be seen in Section 6.4 the TTs of the rule-based approach have a high impact on its
performance. This section will explain how the autonomic adaptation and configuration of the
autonomic manager, i.e., the TT adaptation, works. We will describe two basically different
approaches: The first approach is based on changes within a cost function, whereas the second
one relies on changes in the workload.

Approaches based on the cost function

In this approach the autonomic adaptation of the TTs is based on the definition of the cost
function in [151]. The general idea is that if cost has increased for some time, TTs should be
adapted. If this is the case two different subproblems have to be solved:

1. Determine the most appropriate TT(s) to adapt.

2. Determine for how much the chosen TT(s) should be adapted.

The cost function sums up costs incurred while enacting an SLA on a VM. These costs
consist of SLA penalties, resource wastage, and the VM reconfiguration actions. The used cost
function is defined as

c(p, w, c) =
∑
r

pr(pr) + wr(wr) + ar(ar), (4.11)

where, for a certain resource r, pr(pr) : [0, 100]→ R+ defines the costs due to the penalties that
have to be paid according to the relative number of SLA violations (as compared to all possible
SLA violations) pr; wr(wr) : [0, 100] → R+ defines the costs due to unutilized resources wr;
and ar(ar) : [0, 100]→ R+ the costs due to the executed number of actions ar (as compared to
the number of all possible actions).

During the Analysis phase the KB does not only observe the cost for one resource r, which
naturally is defined as cr(p, w, c) = pr(pr) + wr(wr) + ar(ar), but also each individual com-
ponent pr, wr, and ar for each resource. If the cost has increased for a resource over a certain
period of time (called look-back horizon k and defined later in this section), the KB starts to
investigate which of the components caused this increase.
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Subproblem 1 (Selecting TTs). To solve subproblem 1, at first the most problematic cost
factor has to be determined. From this, we can relate to a specific TT increase/decrease action.
To achieve this one can basically imagine two different methodologies: Either, the maximum
cost parameter of the current iteration, or the parameter with the maximum increase in the last k
iterations is chosen.

Since our cost function cr works by relative and not total costs, the first method would yield
the following problem: Suppose that no violation has occurred for 10 iterations. Thus, pr = 0
at iteration 10. At iteration 11, though, a violation occurs which makes pr = 1/11. In the
following iterations, where pr = 1/12, 1/13, 1/14, . . . (if no further violations occurs) pr could
be easily greater than wr and ar as violations are usually punished more severely than wastage or
actions. Thus, for these iterations the algorithm would always decide to act based on violations,
even though violations are not occurring any more in the same time.

Let pr,t signify the relative amount of violations at iteration t, and let wr,t ar,t be defined
similarly. Then, since an increase in, e.g., violations pr,t occurs iff pr,t is strongly monotonically
increasing, we choose to opt for the second methodology. According to a look-back horizon k
we calculate the difference between the current cost and the minimum cost of the last k iterations.
The maximum of these differences then points to the cost summand (arg) that needs attention:

arg max(pr,t − min
1≤j≤k

(pr,t−j),wr,t − min
1≤j≤k

(wr,t−j),

ar,t − min
1≤j≤k

(ar,t−j)). (4.12)

This results into three different cases, where either the p, w, or a terms yield the maximum.
(We omit cases where some arguments of the maximum function are equal. In such a case, the
order to choose the arg max is p over w over a. We prioritize like this, because we assume that
penalties incur higher costs than wastage, and wastage incurs higher costs than reconfiguration
actions.) We define three options which TT(s) to increase or decrease.

• Option A:

1. pr,t −min1≤j≤k(pr,t−j) is maximal: Decrease TT rhigh and TT rlow.

2. wr,t −min1≤j≤k(wr,t−j) is maximal: Increase TT rlow.

3. ar,t −min1≤j≤k(ar,t−j) is maximal: Decrease TT rlow and increase TT rhigh.

• Option B:

1. pr,t −min1≤j≤k(pr,t−j) is maximal: Decrease TT rhigh and TT rlow.

2. wr,t −min1≤j≤k(wr,t−j) is maximal: Increase TT rhigh and TT rlow.

3. ar,t −min1≤j≤k(ar,t−j) is maximal: Decrease TT rlow and increase TT rhigh.

• Option C:

1. pr,t −min1≤j≤k(pr,t−j) is maximal: Decrease TT rhigh.

2. wr,t −min1≤j≤k(wr,t−j) is maximal: Increase TT rlow.
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3. ar,t −min1≤j≤k(ar,t−j) is maximal: Decrease TT rlow and increase TT rhigh.

The difference between options A and B is that if the w term causes the maximum, it will
increase both low and high TTs in option B, whereas it will only increase TTlow in option A.
The main feature of option C is that it only decreases TThigh (instead of also decreasing TTlow).
So option B and even more option A could be seen as more cautious as far penalties for SLA
violations are concerned than option C.

Moreover, we present a fourth methodology, option D, differing from the former three ones.
This methodology does not only consider the maximum cost summand increase, but handles all
cost parameters that show an increase, but only for the recent iteration. This may promise that
the actual situation of which parameter needs to be adapted is assessed more precisely. Thus,
one can distinguish seven different cases:

1. pr increased: Decrease TT rhigh.

2. wr increased: Increase TT rlow.

3. ar increased: Decrease TT rlow, increase TT rhigh.

4. pr and wr increased: Increase TT rlow, decrease TT rhigh.

5. pr and ar increased: Decrease TT rlow.

6. wr and ar increased: Increase TT rhigh.

7. pr and wr and ar increased: Choose the two factors with the highest increase and act
according to the cases 4-6.

Subproblem 2 (Adapting TTs). After subproblem 1 has been solved, for subproblem 2 it is
important to determine the value by how much the respective TT(s) should be moved. Again, one
could imagine several techniques to determine a good value for the TTs as case based reasoning
(adapting the approach as described in [150]), or using fixed or random increasing/decreasing
steps. Observing that for the TTs the following inequalities must hold

0% < TTlow < TThigh < 100%, (4.13)

we choose to use the following approach. If we need to decrease TTlow or increase TThigh, we
set it to a certain fraction 1/α < 1 of the distance from TTlow to 0, and from TThigh to 100,
respectively, expressed as

TT r,t+1
low = TT r,tlow −

TT r,tlow
α

(4.14)

TT r,t+1
high = TT r,thigh +

100− TT r,thigh
α

. (4.15)
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(Superindex t indicates the time iteration for which the respective TT is valid. It is omitted, if not
relevant.) If we need to increase TTlow or decrease TThigh, we shrink the distance d between
TTlow and TThigh to d(α−1)

α by moving the TT in question towards the other, i.e.,

TT r,t+1
low = TT r,tlow +

TT r,thigh − TT
r,t
low

α
(4.16)

TT r,t+1
high = TT r,thigh −

TT r,thigh − TT
r,t
low

α
. (4.17)

This especially makes sure that Equation (4.13) also holds in this situation. When both TTlow
and TThigh are to be increased and decreased, respectively, simultaneously (cf. case 4 in option
D), we have to set α > 2 in order not to violate Equation (4.13).
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Figure 4.7: TT examples for options A-C

Summarizing both subproblems, the graphs in Figure 4.7 show how the TTs behave for
the different options A-C according to the following scenario: All options start with TTlow =
50%, TThigh = 75%. At iteration 2 we encounter a maximum in penalties, at iteration 4 a
maximum in wastage and at iteration 6 a maximum in actions.
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Approach Based on Workload Volatility

As an alternative to the cost function dependent approach, we investigate an approach depending
on the change in the workload, i.e., the workload volatility (WV).

We define workload volatility φ as the intensity of change in the measured workload traces
of a certain resource. We calculate this intensity as the percentage relating the current value of
the workload mr,t to the previous one mr,t−1, i.e.,

φr,t(mr,t,mr,t−1) = |( max(mr,t, rmin)
max(mr,t−1, rmin)

− 1) · 100|

for t ≥ 1 and rmin > 0. The variable rmin stands for the lower bound for a certain resource
stated in the Service Level Objective (SLO). E.g., we have rmin = 10 for the SLO “10GB ≤
storage ≤ 1000GB”. This amount will always be provided, even if an application uses less.
So measurements below this value should not influence the behavior of the system, neither
the classification into a WV class. To give an example for r = storage, let us assume that
mr,t = 20,mr,t−1 = 15. We would get φr,t(mr,t,mr,t−1) = 33.3̇%. If at the next iteration we
have mr,t+1 = 18, then φr,t+1(mr,t+1,mr,t) = 10%.

This is useful, because a problem inherent in options A-C is that the new parameter k to be
tuned is introduced. Its relevance to WV is the following: When WV is low, a long look-back
horizon is helpful, because a short one would trigger more TT adaptation situations, which in
reality are just insignificant changes in workload. On the opposite, when WV is high, changes
can get very fast very significant, and thus a short look-back horizon should be favored.

For this methodology, we introduce WV classes, into which we automatically categorize
workload on the fly. We define the following WV classes: LOW, MEDIUM, MEDIUM_HIGH,
and HIGH. Algorithm 4.1 dynamically decides to which WV class a specific workload trace
belongs. Dynamically means that the classification might change at every iteration, if the work-
load behavior changes significantly. Significant in this context means that the current value for
WV is compared to the recent behavior of the workload. Only if the maximum value for the WV
from recent and current behavior falls into a different category, the classification is altered. From
the second iteration on, the algorithm first calculates φ and determines the maximum value in
φQ, which is a queue of size φQ_maxsize (lines 2-7). The method addLast() adds the input
element as last element to the queue, whereas the method remove() removes the first element
of the queue. Lines 9-18 classify the workload according to the found maximum element of the
queue. An ε is added to this comparison in order to hinder small statistical outliers from altering
the classification outcome. Table 4.8 summarizes all constants used for the evaluation.

Based on this classification the following two options E and F alter their behavior accord-
ingly. Option E chooses a “good” set of TTs from a-priori evaluation for different WV classes.
This can be tested offline, and altered if specified in the SLA. E.g., for high-risk applications
both TTs could be lowered, whereas for energy-aware applications, the TTs could be increased
for all workloads. For our case, Table 4.9 shows the TTs for the mentioned volatility classes.
The values were chosen according to the definition of the WV classes in Section 6.1.

Also from a-priori experience, option F chooses the best option with its best k according to
the best result in the corresponding WV class. As will be seen in Section 6.6, the best results for
every WV class can be achieved by the options captured in the right-hand side of Table 4.9.
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Input: r,mr,t,mr,t−1, φQr

Output: Workload volatility class
1: if t ≥ 1 then
2: {Calculate φ and determine maximum in φQr}
3: φQr.addLast(φr,t(mr,t,mr,t−1))
4: if φQr.size() > φQ_maxsize then
5: φQr.remove()
6: end if
7: φQrmax ← max(φQr)
8:

9: {Classify workload volatility}
10: if φQrmax ≤ LOW_THRESHOLD + ε then
11: return LOW
12: else if φQrmax ≤ MEDIUM_THRESHOLD + ε then
13: return MEDIUM
14: else if φQrmax ≤ MEDIUM_HIGH_THRESHOLD + ε then
15: return MEDIUM_HIGH
16: else if φQrmax ≤ HIGH_THRESHOLD + ε then
17: return HIGH
18: end if
19: end if
Algorithm 4.1: On-the-fly Classifying of Workload into its Workload Volatility Class

Parameter Value
LOW_THRESHOLD 10
MEDIUM_THRESHOLD 50
MEDIUM_HIGH_THRESHOLD 75
HIGH_THRESHOLD 100
φQ_maxsize 10
ε 4

Table 4.8: Parameters used for Algorithm 4.1

Option E) Option F)
WV TTlow TThigh Choose Option
LOW 70% 90% C), k = 5
MEDIUM 45% 70% A), k = 20
MEDIUM_HIGH 30% 60% A), k = 5
HIGH 20% 50% A), k = 2

Table 4.9: A-priori defined TTs and options based on workload volatility classes for options E)
and F)
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CHAPTER 5
Energy-efficient SLA Enactment in

Cloud Computing Infrastructures

This chapter focuses on the energy-efficient aspect of SLA enactment for Cloud computing
infrastructures. It presents an energy model, as well as several heuristics, for VM migrations
and PM power management. The chapter also formulates and formalizes the IaaS management
problem and proves it to be an instance of the NP-hard binary integer programming problem.
It is shown that the NP-hardness is also of relevance for this instance in practice, as a standard
heuristic used to solve this problem cannot solve this specific instance in reasonable time even
for small Clouds.

5.1 Formalization of the IaaS Management Problem

This section formalizes the Cloud environment together with the IaaS management problem.
We define the set of virtual machines (VMs) as VM = {vm1, . . . , vmn} and the set of

physical machines (PMs) as PM = {pm1, . . . , pmm}. For the available resources Res =
{r1, . . . , rk} we define resource functions

rvml : VM → R≥0, (5.1)

rpml : PM → R≥0 (5.2)

describing the desired amount of resource l for VMs and the available amount of resource l for
PMs, respectively. Of course, for one resource l the range and the units the resource is measured
in have to be the same for rvml and rpml . For the set of resources we may consider, as in the chap-
ters before, Res = {storage, incoming bandwidth, outgoing bandwidth,CPU power,memory},
but this approach is not tied to these parameters in any way. The only assumption made is that
such resources can be required by a VM and provided by a PM.

For each time step t we know, whether a VM should be running (1) or not (0), defined by

on(t) : VM → {0, 1}. (5.3)
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What we are looking for is an instance of the function

f (t) : VM → PM ∪ {∅},

f (t)(vm) =

{
pm ∈ PM if on(t)(vm) = 1,
∅ if on(t)(vm) = 0.

(5.4)

that maps each virtual machine to a physical machine or to the empty set, if it is not yet or no
longer deployed, at a specific point of time t. Furthermore, we want to reduce the overall costs,
i.e., energy consumption, of our Cloud environment. Thus, we define the cost function

c : PM → R (5.5)

that describes the energy consumed by a running PM. If we want to take the CPU frequency a PM
is running at into consideration, we can define the cost function as c : PM×Frequency class→
R, where the set of frequencies a PM is capable of running at is partitioned into some frequency
classes. This is important when we want to fine-tune our PMs, since a PM running at a lower
frequency class consumes less energy than a PM running at a higher one. In this thesis we will
omit this fine-tuning. When we know f (t), we can find all running PMs at time t by

PM
(t)
active = {pmj |∃i : pmj = f (t)(vmi)}. (5.6)

As already stated, we want to minimize energy costs,

minimize
∑

pmj∈PM
(t)
active

c(pmj), (5.7)

while complying to some resource constraints:

∀j ∈ {1, . . . ,m},∀l ∈ {1, . . . , k} :
∑

∀i:f(vmi)=pmj

rvml (vmi) ≤ rpml (pmj). (5.8)

Furthermore, we assume that f (t) is a total function. Thus, every VM is deployed on exactly
one PM or is shut down. Of course, the function is not injective, because a PM should be able
to host more than one VM.

As a next step, we want to integrate the costs of migrating VMs to different PMs or even
other clouds, and of booting PMs. As to the first part, we define the migration cost of a VM vm
from one PM pmold = f (t−1)(vm) to another pmnew = f (t)(vm) as

mc : VM × PM × PM → R≥0,

mc(vm, f (t−1)(vm), f (t)(vm)) 7→ x ∈ R≥0. (5.9)

Until further measurements are available, mc may be assumed a constant function yielding
an average value for VM migration. However, as soon as we consider migration from one cloud
to another, this function has to be updated.

As to the second part, we define the cost of booting a shut down PM as
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bc : PM → R≥0. (5.10)

Finally, we can reformulate our target function as

minimize
∑

pmj∈PM
(t)
active

c(pmj) +

∑
∀i:f (t−1)(vmi)6=f (t)(vmi)

mc(vmi) +

∑
∀j:pmj /∈PM

(t−1)
active∧pmj∈PM

(t)
active

bc(pmj). (5.11)

We know the functions bc,mc, c, on(t), f (t−1). The last one directly implies PM (t−1)
active. For

t = 0 we assume on(0)(vm) = 0 ∀vm ∈ VM , implying f (0)(vm) = ∅ ∀vm ∈ VM and
PMactive = ∅.

Definition 1 (IaaS management problem). An IaaS management problem is the problem of de-
termining f (t) as in Equation (5.4) (implying PM (t)

active) subject to the target function (Equation
(5.11)) and to the constraints formulated by Equation (5.8).

As a further possibility one may want to relax Equation ((5.8)) for l = storage by introducing
a storage pool that can be used to satisfy storage needs of a VM that cannot be satisfied by one
PM.

5.2 Formulation as a Binary Integer Programming Problem

In order to solve the IaaS management problem with efficient standard algorithms, we want
to reformulate it as a Binary Integer Programming (BIP) problem. After this formulation we
can test the feasibility and scalability of this BIP problem instance by using the built-on MAT-
LAB algorithm bintprog [13] and a “hand-made” Matlab algorithm, where we integrated
more specific knowledge about this specific instance like infeasible solutions that should not be
evaluated. We provide the reader with comparisons of the two algorithms looking for optimal
solutions in terms of computation speed and give a limit of their capability to solve problems in
reasonable time.

A binary integer programming problem is stated as

min
x
fTx such that (5.12)

A · x ≤ b, (5.13)

Aeq · x = beq, (5.14)

x binary. (5.15)
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Vector x is a binary vector, f in our case contains the cost function, and A, b, Aeq and beq
will be used for our constraints. Calling the MATLAB function bintprog(f,A,b,Aeq,beq)
will solve the BIP problem with a linear programming (LP)-based branch-and-bound algo-
rithm [13].

We now show the structure of the specified matrices and vectors for our IaaS management
problem. At first, we have to define which decision variables we are going to use. Our vector
x will consist of the m × n (of course binary) decision variables xji for i ∈ {1, . . . , n} and
j ∈ {1, . . . ,m}, where xji signifies whether pmj hosts vmi. The following m variables yj
state whether pmj is turned on. Next, n variables mi state whether vmi was migrated from the
last iteration to the current one, and the m variables bj whether pmj was booted from the last
iteration to the current one. Together, this forms

x =



x11
...

xm1

x12
...

xm2
...
x1n

...
xmn
y1
...
ym
m1

...
mn

b1
...
bm



, (5.16)

an m× n+ 2m+ n dimensional column vector. Furthermore, the column vector f defines
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the cost incurred by vector x.

f =



0m·n×1

c1
...
cm
mc1

...
mcn
bc1

...
bcm



, (5.17)

where ci = c(pmi), mcj = mc(vmj , _, _) and bci = bc(p,i ) are defined in the sense of
Equation (5.11). The null vector 0m·n ignores the allocation of the xji’s in x, since the allocation
itself is not interesting when it comes to the cost the allocation produced.

The biggest part of this definition are the matrices A and Aeq. From the definition of vector
x, we know that they both have to havemn+2m+n columns. MatrixA states that the resource
demands for every vmj and every resource k is met and that VMs can only run on powered
on PMs. This gives mk + m rows. For the sake of notation, we write rpmlj as an abbreviation
for rpml (pmj), and rvmli as an abbreviation for rvml (vmi) as defined in Equation (5.8). At first,
we introduce the mk ×m-dimensional matrix Ri that accommodates the resource demands for
every resource for a specific vmi,

Ri =



rvm1i 0 · · · 0
...

...
...

rvmki 0 · · · 0
0 rvm1i · · · 0
...

...
...

0 rvmki · · · 0
. . .

0 0 · · · rvm1i
...

...
...

0 0 · · · rvmki



. (5.18)

Then, after defining En as the n-dimensional identity matrix, we can now define A as

A =
(
R1 R2 · · · Rn 0mk×m

0(mk+m)×(m+n)

Em Em · · · Em −n · Em

)
. (5.19)

61



The corresponding values for the m · k +m dimensional vector b are therefore

b =



rpm11
...

rpmk1
rpm12

...
rpmk2

...
rpm1m

...
rpmkm

0m×1



. (5.20)

Finally, we come to the matrix Aeq and its corresponding vector beq. They want to make
sure that every VM runs on exactly one PM and consider migrations and powering ups.

The n ×mn-dimensional block diagonal matrix Ê ensures that every VM runs on exactly
one PM and is formed by n m-dimensional row vectors of 1’s, abbreviated em = (1, 1, . . . , 1).
To see how this works, we will give the definition of beq right away. The first vector em in
Ê is multiplied by the first m x11, . . . xm1 of x resulting into 1, thus making sure that vm1 is
deployed on exactly one of the PMs pm1, . . . , pmm. This is done for all n VMs.

Ê =


em

em
. . .

em



beq =

eTneTn
0m


Next, we need to consider the allocations from the former iteration stored in xt−1

ji , and do
this by defining the n ×mn - dimensional matrix Xt−1. For the first iteration t = 1 we set all
x0
ji = 0. Here again, e.g., the first row xt−1

11 , . . . , xt−1
m1 is multiplied by the m decision variables

x11, . . . xm1 of x, which gives 1 if and only if vm1 will not be migrated. Additionally, as we
will see with the formulation of Aeq we set an identity matrix En after it to be multiplied by the
migration variables m1, . . . ,mn of x. The sum of both values have to equal 1, thus we conclude
that either the VM will not migrate (first summand) or it will migrate by setting the appropriate
mi = 1 (second summand).

Xt−1 =

x
t−1
11 · · · xt−1

m1 0 · · · 0
. . .

0 · · · 0 xt−1
1n · · · xt−1

mn


62



What remains to be defined are the “powered on” variables y1, . . . , ym, as well as the “boot-
ing” variables. To see this, we will give the complete definition of Aeq before.

Aeq =

 Ê 0n×2m+n

Xt−1 0n×m En 0n×m

0m×mn Y t−1 0m×n −Em

 (5.21)

Consequently, we define Y t−1 by the values yt−1
j that state whether pmj was powered on in

the previous time slot. The corresponding variables of vector x are y1, . . . , ym and b1, . . . , bm,
and the multiplication results into 0 for every corresponding row. For the first iteration t = 1
we set all y0

j = 0. The concept is similar to the migration variables described before. Either the
specific PM had already been powered on in the previous time slot or the corresponding booting
variable has to be set to 1, if it is turned on in the current time slot.

Y t−1 =


1− yt−1

1

1− yt−1
2

. . .
1− yt−1

m


Theorem 1. The IaaS management problem is an instance of the NP-hard binary integer pro-
gramming problem.

Proof. We show that we can reduce every instance of the IaaS management problem to a binary
integer programming problem that has been shown to be NP-hard by [105]. To do this reduction,
we simply define the necessary parameters A, Aeq, b, beq, f as in Equations (5.19), (5.21),
(5.20), (5.2), and (5.17), respectively. All entries of the mentioned matrices and vectors are
either pre-specified or determined by the IaaS management problem (Def. 1).

5.3 Consequences of the NP-hardness

As already stated in the beginning of this chapter we applied two algorithms to solve this prob-
lem. The first one, the Matlab bintprog algorithm takes the following input with all variables
f , A, b, Aeq, and beq as defined above. The variable x stores the solution to our problem.

options = optimset(’BranchStrategy’, ’mininfeas’,
’Diagnostics’, ’on’, ’Display’, ’final’,
’MaxRLPIter’, 7800000, ’TolRLPFun’, 1.0e-06);

[x, fval, exitflag, output] =
bintprog(sparse(f),sparse(A),b,sparse(Aeq),beq, [], options)

The function sparse(S) creates a sparse matrix out of matrix S. The sparse matrix is a
more compact writing for matrices that contain a lot of zeros, as it only stores non-zero entries
[14]. For the options we evaluate the two branching strategies mininfeas and maxinfeas. The
strategy mininfeas selects the “branch variable in the search tree with the minimum integer
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infeasibility (the variable whose value is closest to 0 or 1, but not equal to 0 or 1)”, whereas
maxinfeas selects “the variable with the maximum integer infeasibility (the variable whose value
is closest to 0.5)”. Furthermore, we set MaxRLPIter = 7.8 · 106, which is “the maximum
number of iterations the LP-solver performs to solve the LP-relaxation problem at each node.”
Finally, TolRLPFun is set to 10−6, which is the “termination tolerance on the function value
of a linear programming relaxation problem” [13]. The shown code snippet just exemplifies one
iteration t. For the subsequent iteration t + 1 the parameters f , A, b, Aeq, and beq are updated
with the xt and the new demand of VMs, whose changes in demand stem from escalation level
1.

As to the second algorithm, which we call selected tries, we generate all mn possibilities
for allocating vmj on pmi. Thus, we omit such cases beforehand, where VMs are located on
multiple PMs, or on no PM at all. Then, we test all these possibilities and see, whether they
represent a valid solution, and if yes, which one achieves the best results. Of course, there are
still many invalid solutions tested (for validity), but the search space is still reduced to a certain
extent, namely from 2mn to mn.

As this problem has to be solved for at least more than 100 VMs and PMs and five resource
types in practice, we test the scalability of both algorithms. Runtime results are depicted in Table
5.1. We see that already for 6 VMs, 6 PMs and 3 resource types the LP-based algorithm takes
around a third of a minute. This would still be acceptable, but for 8 VM and 7 PMs the algorithm
does not finish within half an hour, and for 10 VMs, 9 PMs and 4 resource types the algorithm
does not terminate within 2 hours. For the selected tries algorithm, finding a solution for 7 VMs,
6 PMs and 3 resource types already takes more than two hours. This is why this algorithm was
not evaluated for larger instances.

n m k LP-based branch-and-bound algorithm Selected Tries
3 3 3 1.73s (mininfeas) - 0.81s (maxinfeas) 0.39s
5 3 5 0.56s (mininfeas) - 0.16s (maxinfeas) 0.05s
6 5 5 3.56s (mininfeas) - 21.72s (maxinfeas) 18.21s
6 6 2 21.99s (mininfeas) - 392.75s (maxinfeas) 182.79s
6 6 3 19.4s (mininfeas) - 402.91s (maxinfeas) 188.06s
6 6 5 0.85s (mininfeas) - 282.51s (maxinfeas) 184.14s
7 5 3 11.63s (mininfeas) - 58.06s (maxinfeas) 616.45s
7 6 3 37.14s (mininfeas) - 1244.5s (maxinfeas) 7523.61s
7 6 4 42.93s (mininfeas) n/a
8 7 3 > 1800s (mininfeas) n/a

10 9 4 > 7200s (mininfeas) n/a

Table 5.1: Runtimes for finding optimal solutions

Thus, we see that the NP-hardness of the BIP problem is also of great relevance in practice
for this problem instance.

64



5.4 Energy-Efficient SLA Enactment

In the following we will present several heuristics to solve the IaaS management problem in a
scalable manner combining it with work from Chapter 4. We use a multi-level approach based
on the escalation levels introduced in Section 2.3, where we subsume levels 0, 1, 3, and 4.
We sequentially work off these levels; levels 0 and 1 are processed by the rule-based approach
presented in Section 4.4. Processing levels 3 and 4 is explained in the following.

Energy Model

We find a very elegant way to relate the cost factors for energy c, migrations mc, and booting
PMs bc to a natural energy model. Thus, we achieve to relate these costs to realistic values gained
from our model and free ourselves from determining arbitrary values for the aforementioned
costs. We even enhance the model by incorporating costs for turning off PMs.

As far as our energy model is concerned, we define the energy consumption E of a PM j as

Ej = Ejmin + utCPU,j · (Ejmax − E
j
min), (5.22)

where Ejmin and Ejmax represent respectively the minimum and maximum energy consumption
of a certain PM j, and utCPU,j signifies the utilization of the CPU of PM j, with values between
0 and 1. Thus, in our model energy consumption only depends on CPU utilization, and we make
a linear interpolation of the PM’s energy consumption at idle state (Emin when utCPU = 0)
and when fully loaded (Emax when utCPU = 1). While this energy model might not be fully
realistic, it is corroborated by experiments in the literature such as [82, 41].

We assume that one VM resides on exactly one PM except when it is migrated, then it resides
on exactly two PMs. We consider a heterogeneous system, thus VMs and PMs with possibly
different amounts of resources, and PMs with different energy characteristics. Furthermore, we
assume that the amount of resources a VM is provided can be adapted from one iteration to the
next, and that PMs can be powered on and off. However, VM migrations and powering PMs
on and off is not considered “free of charge”, as far as energy is concerned. We define mi-
gration_time, startup_time and shutdown_time as the time (in iterations through the MAPE-K
cycle.) it takes a VM to migrate, and a PM to start up or shut down, respectively. Figure 5.1
shows how migrations are handled in our energy model. We do not simply add any arbitrary
value as a penalty for migrations, but we place the VMs on both PMs, the PM the VM is mi-
grating from and the PM it is migrating to, for migration_time iterations. Thus, the energy cost
of a migration is indirectly measured by occupying the resources of two PMs and thus increas-
ing CPU utilization of the other PM as well for a certain period of time. We similarly proceed
with the power management of PMs. We do not assume that powering on and off PMs happens
instantly, but takes some time as defined in startup_time and shutdown_time. This is shown in
Figures 5.2 and 5.3, respectively.

Figure 5.4 shows a possible configuration of a sample Cloud infrastructure at six time steps.
There are 2 PMs and 2 VMs at time step t, one PM is powered off. At t + 1, the CPU and
memory consumption of the VMs are increasing requiring the second PM to be powered on.
The machine is effectively powered on at t + 2 and can be used, so we begin the migration of
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t t+1 

VM	  1	   VM	  1	  

PM1 PM1 PM2 PM2 

VM	  1	   VM	  1	  

PM1 PM2 

Decision:  
Migrate VM1 from 
PM1 to PM2! 

Figure 5.1: Concept for migrations with migration_time=1

t t+1 t+2 

PM1 PM1 

Decision:  
Power on PM1! 

not available for VMs, 
but consuming full energy 
level (Emax). Possibility to 
allocate VMs to this PM 
already. 

Fully operational. 

VM	  1	  

Figure 5.2: Concept for powering on PMs with startup_time=1

t t+1 t+2 

PM1 PM1 

Decision:   
Power off PM1! 
Precondition:  No VMs 
are executing on PM1 

not available for 
VMs, 
but consuming full 
energy level (Emax) 

PM1 powered off 

Figure 5.3: Concept for powering off PMs with shutdown_time=1

VM 1 from PM 1 to PM 2. The migration will last for one time step. At t + 3 the migration
ended and we do not need to modify the system again. At t+ 4 the resource needs of VM 2 has
greatly decreased, making it possible to consolidate the system safely by beginning to migrate
VM 1 back from PM 2 to PM 1. At the last time step we can shut down PM 2, which is unused.
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t	   t+1	  

PM1	   	  	  	  	  	  	  	  PM2	  
Powered	  off	  

	  	  	  	  	  PM2	  
Powering	  on	  

PM1	  

t+2	  

PM2	  
	  

PM1	  

t+3	  

PM2	  
	  

PM1	   PM1	   PM2	  
	  

PM1	   	  	  	  	  	  PM2	  
Powering	  off	  

t+4	   t+5	  

VM2 
VM1 
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E
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M
E
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C
P
U 

M
E
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migration_time = 1 
startup_time = 1 
shutdown_time = 1 

Figure 5.4: Configuration sample at six time steps

Power-Aware Reallocation: VM Migrations

In order to achieve power-aware allocation and reallocation of the VMs to the PMs, we im-
plemented several algorithms with different behaviors. For each algorithm we implemented a
first allocation version, which will do the initial mapping of the virtual machines to the physical
machines. We then implemented a reallocation algorithm that will output a mapping out of an
initial allocation, using the proposed VM migration model.

First Fit

The FIRSTFIT algorithm for the first allocation problem is the well-known mapping algorithm
that will allocate each VM to the first PM on which it fits. We, however, added a power-aware
component to the algorithm, as we will try to allocate first on the PM that will have the smallest
maximum power consumption which, as shown in [48] has proven to consume less energy.

When reallocating the VMs, the usual packing algorithms cannot be used, since we have to
take into account where the VMs were allocated at the previous timestep, and the fact that they
will consume resources on both source and destination PMs. The algorithm works in two steps.
First we pick the most loaded PM and we distribute half its load in a first fit fashion. Then we
pick the least loaded PM, and distribute all its load in a first fit fashion.

Round Robin

The ROUNDROBIN algorithm for the first allocation allocates one VM to each PM until no VM
is left to allocate. We added the same power-aware component as for the FIRSTFIT algorithm.

When reallocating the VMs, we first take the most loaded PM and spread its load on other
non empty PMs in a round robin fashion, then we take one VM on each PM and put it on an
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empty PM. This reallocation algorithm, even if it does not perform well power-wise, will serve
as a baseline for other algorithms.

Monte Carlo

The MONTECARLO algorithm works on the basis of the well known Monte Carlo method,
which uses probabilistic techniques to compute a numerical value. In our case, we will do the
first allocation using the ROUNDROBIN algorithm, which allows us to have an evenly balanced
system, and that way converge faster to a good solution.

For the reallocation, the algorithm computes the cost of the current allocation using several
parameters in order to:

• increase the cost for each VM migrating.

• increase the cost for each overloaded PM.

• decrease the cost for each PM that is empty or will be empty.

Each parameters can be changed to modify the weight of the migrations, PM overloads and PM
powering down. In our tests, we will use the values 1 for the migrating VMs, 4 for the overloaded
PMs and−10 for a PM that will be empty. This means that if we take for instance a system with
3 PMs and 1 VM migrating from PM 1 to PM 2 we will get the cost : 1×1+4×0+(−10×2) =
−15. The algorithm then computes a random set of VM migrations, in order to get the new cost
of the reallocation. If the cost is lower, we keep the set of migrations. The algorithm repeats
these operations a fixed number of times, to emerge the best set of migrations to effect for the
next iteration.

Vector Packing

The VECTORPACKING algorithm tries for the first allocation to allocate each VM, beginning
with the VMs with the highest resource needs on the PMs with the lowest maximum power
consumption. It uses a vector packing technique that sorts the VMs according to their highest
resource need. It then allocates each VM picking it from the list that will counter the current
imbalance in the PM’s resource loads.

For the reallocation the algorithm consolidates the VMs as much as possible. It then load-
balances some VMs on the most loaded PMs that will not be empty in the future iterations. That
way, the algorithm aims to pack the VMs to a minimum number of PMs and then load balance
the VMs between those PMs.

PM Power Management

Eventually, actual power can only be saved when PMs are powered off. However, the question
of how many PMs should be powered off when in order not to risk future SLA violations is not
trivial. Thus, we designed the following powering off strategy: We consider all empty PMs at
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the current iteration, i.e., all PMs that have no VMs running on them. We decide to switch off a
certain fraction 1

a of them, i.e.,

Number of PMs to switch off =
Number of empty PMs

a
.

This means that when the number of empty PMs stays constant, this technique turns off all but
one PMs in exponential manner. Thus, when n represents the (positive) number of empty PMs,
we want to know when there will be only 1 PM left. So we need to solve n ·a−t = 1 for t, which
results into t = − loga

1
n . Thus, d− loga

1
ne is the number of iterations it will take to power

off all (but one) PMs. This last PM is kept as a spare PM in order to serve sudden increases
in demand as a first resort. Consequently, this technique allows to power off all machines very
quickly in case of stable VMs, but always keeps a certain fraction powered on in case VM
resource needs start to increase again.

As far as powering on machines is concerned, we monitor average utilization for every re-
source on all PMs and define – similarly to the rule-based approach (cf. Section 4.4) – resource-
dependent threat thresholds. If any of these resources exceeds its TT, we power on as many PMs
such that the average resource utilization again falls below its TT.

In both cases, we always power on most energy-efficient PMs first, and power off least
energy-efficient PMs first.
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CHAPTER 6
Evaluation

In this chapter we evaluate the presented approaches from Chapters 4 and 5 with several synthetic
and real-world workload data. For this purpose, we present a KM-agnostic simulation engine
that implements the autonomic control loop and simulates executed actions and evaluates their
quality responding to the workload data at stake.

6.1 Simulation Engine and Workload Generation

1: re
ce

iveMeasu
rement()

Planning
schedules execution 

of actions

4: changed configuration 

is reflected in KB

Execution
executes actions 

Quality of recommended actions:
violations vs wastage vs actions

Analysis
queries for action

Monitoring
gathers and inserts 
new measurement

Knowledge base

Act-
ions

Mea-
sure-
ment

Fed-
erated
Cloud

-CPU
-mem
- ...

2: recommendAction()

3: Actions
PMVMApp

-SLO1
-SLO2
- ...

SLA

decision mechanism

-CPU
-mem
- ...

-CPU
-mem
- ...

Figure 6.1: Simulation Engine implementing MAPE-K loop
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The goal of the simulation engine is to evaluate the quality of a KM system with respect
to the number of SLA violations, the utilization of the resources and the number of required
reallocation actions. Furthermore, the simulation engine serves as an evaluation tool for any
KM technique in the field of Cloud Computing, as long as it can implement the two methods of
the KB management interface:

1. public void receiveMeasurement(int slaID, String[] provided,
String[] measurements, List<String> violations); and

2. public Actions recommendAction(int slaID);.

The parameter slaID describes the ID of the SLA that is tied to the specific VM, whose
provided and measured values are stored in the arrays provided and measurements, re-
spectively (cf. Section 4.2). The list violations contains all SLA parameters being violated
for the current measurements. The method receiveMeasurement inputs new data into the
KB, whereas the method recommendActions outputs an action specific to the current mea-
surement of the specified SLA. The simulation engine traverses all parts of the MAPE-K loop
as can be seen in Figure 6.1 and described in Section 2.1. The simulation engine is iteration-
based, meaning that in one iteration the MAPE-K loop is traversed exactly once. (In reality, one
iteration could last from some minutes to about an hour depending on the speed of the measure-
ments, the length of time the decision making takes, and the duration of the execution of the
actions, like for example migrating a resource intensive VM to another PM.) The Monitoring
component receives monitoring information from either synthetic or real-world workload from
the current iteration. It forwards the data into the Knowledge base (1). The Knowledge base con-
tains representations of all important objects in the Cloud and their characteristic information.
These objects are the running applications, the virtual machines, and the physical machines with
the current state of their CPU power, memory, storage, etc., the corresponding SLAs with their
SLOs, and information about other Clouds in the same federation. Furthermore, the KB also has
representations of the inserted measurements, and the available actions to execute (these have
to be pre-defined). Finally, the KB also contains a decision mechanism that interprets the state
of available objects in order to recommend a reconfiguration action. This mechanism can be
substituted by any KM technique; as already mentioned, we used CBR and a rule-based mech-
anism. The next step in the MAPE loop is the Analysis component, which queries the KB for
actions to recommend (for a specific SLA id) (2); these actions are then returned to the analysis
component (3). The Planning component schedules the suggested actions, and the Execution
component executes them. The changed state configuration of the Cloud objects are automat-
ically reflected in the KB (4). The Monitoring and the Execution components are simulated.
This means that the monitoring data is not measured on a real system during the simulation,
even though it handles input measured at a real system or synthetic workloads generated before-
hand. The Execution component updates the object representation of the manipulated objects
in the KB, but obviously does not actually manipulate real-world objects. The quality of the
decision making can ultimately be judged by the number of occurred SLA violations, resource
wastage and the number of needed reallocation actions.
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To evaluate a great variety of workload data, one approach is to create them synthetically.
For this, we extended the workload generator as described in [150] to allow a categorization of
data volatility.

The workload generator is intended to generate very general workloads for IaaS platforms
dealing with slower developments as well as rapid changes. For one parameter, the workload
is generated as follows: The initial value of the workloads is randomly drawn from a Gaussian
distribution with µ = SLO

2 and σ = SLO
8 , where SLO represents the Service Level Objective

value agreed in the SLA. Then, an up- or down-trend is randomly drawn, as well as a duration of
this trend between a pre-defined number of iterations (for our evaluation this interval of iterations
equals [2, 6]), both with equal probability. For every iteration, as long as the trend lasts, the
current measured value is increased or decreased (depending on the trend) by a percentage evenly
drawn from the interval [iBegin, iEnd]. After the trend is over, a new trend is drawn and the
iterations continue as described before.

Clearly, the values for iBegin and iEnd determine the difficulty for handling the workload.
A workload that operates with low iBegin and iEnd values exhibits only very slight changes
and does, consequently, not need a lot of dynamic adaptations. Large iEnd values, on the
contrary, need the enforcement mechanisms to be very elastically tuned. For the evaluation
and comparison of CBR and the rule-based approach we defined a LOW_MEDIUM workload
volatility class with iEnd = 18%. For the further evaluation of the rule-based approach we
defined and tested LOW, MEDIUM, MEDIUM_HIGH and HIGH workload volatility classes
with iEnd = 10%, 50%, 75%, and 100%, respectively. As a minimum change we set iBegin =
2% for all classes.

6.2 Performance Indicators

The subsequent evaluations will be based on the following performance indicators: violations,
utilization, actions, resource allocation efficiency (RAE), costs, and time efficiency. Whereas
the first three and the last one are rather self-explanatory, costs and RAE need a little more
explanation. So violations and actions measure (in percentage) the amount of occurred viola-
tions/actions in relation to all possible violations/actions, and utilization the average utilization
over all iterations (and over all SLA parameters, if they are not shown explicitly). Time effi-
ciency measures the average time that is needed to handle one VM in one iteration. For resource
allocation efficiency we want to relate violations and utilization. The basic is idea is that RAE
should equal utilization (100% − w, where w stands for wastage, see below) if no violations
occur (p = 0%, where p stands for penalty, see below), equal 0 if the violation rate is at 100%,
and follow a linear decrease in between. Thus, we define

RAE =
(100− w)(100− p)

100
. (6.1)

A more general approach also taking into account the cost of actions represents the definition
of a generic cost function that maps SLA violations, resource wastage and the costs of executed
actions into a monetary unit, which we want to call Cloud EUR. The cost function is defined
by Eq. (4.11). We assume functions pr, wr and ar for this evaluation with pr(p) = 100p,
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wr(w) = 5w, and ar(a) = a for all r. The intention behind choosing these functions is (i) to
impose very strict fines in order to proclaim SLA adherence as top priority, (ii) to weigh resource
wastage a little more than the cost of actions.

Except for the evaluation in Section 6.6 the cost function is not evaluated within the sim-
ulation engine. It is a value calculated after the simulation for comparison reasons. Thus, the
recommended actions do not depend on the specific functions we assumed. However, in the
self-adapting approach explained in Section 4.5 and evaluated in Section 6.6 the cost function is
incorporated into the KB in order to adjust and learn the TTs for every resource r.

6.3 Evaluation and Comparison of CBR and Rules

As the crucial parameters for CBR and the rule-based approach differ, we define scenarios for
both approaches separately, but still compare them to the aforementioned six performance indi-
cators.

As resources for IaaS one can use all parameters that can be adapted on a VM. For the
evaluation we chose to take the following parameters and SLOs for CBR: storage ≥ 1000GB,
incoming bandwidth ≥ 20 Mbit/s, and the following parameters and SLOs for the rule-based
approach: storage ≥ 1000GB, incoming bandwidth ≥ 20 Mbit/s, outgoing bandwidth ≥ 50
Mbit/s, memory ≥ 512 MB, and CPU power ≥ 100 MIPS (Million Instructions Per Second).

As far as CBR is concerned, its behavior differs by the α value in Equation (3.2) (setting
importance to avoiding violations or achieving high utilization), by the number of executed it-
erations, because of its inherent learning feature, and the initial cases. At the beginning, we
configure all 50 VMs exactly equally with 80% of the storage SLO value and 2/3 of the band-
width SLO value provided. Then, we execute 2, 5, 10 and 20 iterations with values for α being
0.1, 0.2, 0.3, 0.4, 0.5, 0.6 and 0.8. We omit values 0.2 and 0.4 in the evaluation because their
outcomes do not differ enough from the values shown, and all values > 0.5, because they reveal
unacceptable high SLA violation rates. Setting up the initial cases was done by choosing one
representative case for each action that could be triggered. For our evaluation the SLA param-
eters bandwidth and storage (even though not being tied to them in any way – we could have
also named them, e.g., memory and CPU time) were taken into consideration resulting into 9
possible actions “Increase/Decrease bandwidth by 10%/20%”, “Increase/Decrease storage by
10%/20%”, and “Do nothing”. Taking storage for example, we divide the range of distances
for storage St between measured and provided resources into five parts as depicted in Figure
6.2. We choose some reasonable threshold for every action as follows: If pSt − mSt = −10
then action “Increase Storage by 20%” as this already is a violation; if p−St −mSt = +50 then
action “Increase Storage by 10%” as resources are already scarce but not so problematic as in
the previous case; if pSt −mSt = +100 then action “Do nothing” as resources are neither very
over- nor under-provisioned; if pSt −mSt = +200 then action “Decrease Storage by 10%” as
now resources are over-provisioned; and we set action “Decrease Storage by 20%” when we are
over the latest threshold as then resources are extremely over-provisioned. We choose the values
for our initial cases from the center of the respective intervals. Ultimately, for the initial case for
the action, e.g., “Increase Storage by 20%” we take the just mentioned value for storage and the
“Do nothing” value for bandwidth. This leads to c = (id, 0,−10, 0, 7.5), and because only the
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differences between the values matter, it is equivalent to, e.g., c = (id, 200, 190, 7.5, 15.0).

-�

-10 +50 +100 +200

x x x x x
︷ ︸︸ ︷︷ ︸︸ ︷

Figure 6.2: Choosing initial cases for CBR using the example of storage

As far as the rule-based approach is concerned, its behavior differs by the set threat thresh-
olds. Thus, we investigate low, middle and high values for TT rlow and TT rhigh (as defined in
Section 4.4), where TT rlow ∈ {30%, 50%, 70%} and TT rhigh ∈ {60%, 75%, 90%} for all re-
sources stated above. We combine the TTs to form eight different scenarios as depicted in Table
6.1. We execute 100 iterations with 500 applications, and set the “safety slack” ε = 5% (cf.
Listing 4.1).

Scenarios
1 2 3 4 5 6 7 8

TTlow 30% 30% 30% 50% 50% 50% 70% 70%
TThigh 60% 75% 90% 60% 75% 90% 75% 90%

Table 6.1: 8 Simulations Scenarios for TTlow and TThigh

Figure 6.3 presents the aforementioned performance indicators of CBR. The “No CBR” line
means that the autonomic manager is turned off, which implies that the configuration of the
VMs is left as set at the beginning, i.e., no adaptation actions due to changing demands are
executed. In Figure 6.3a we see that up to more than half of the violations can be avoided when
using α ∈ {0.1, 0.3} instead of no autonomic management. However, fewer SLA violations
result in lower resource utilization (cf. Figure 6.3b), as more resources have to be provided than
can actually be utilized. Reconfiguration actions as depicted in Figure 6.3c lie slightly below
or at 50%, except for “No CBR”, of course. Another point that can be observed is that after a
certain amount of iterations the quality of the recommended actions decreases. This is probably
due to the fact that the initial cases get more and more blurred when more cases are stored into
CBR, as all new cases are being learned and there is no distinction made between “interesting”
and “uninteresting” cases. Nevertheless, when we relate SLA violations and resource utilization
in terms of RAE, all CBR methods are generally better than the default method, especially
for α ∈ {0.3, 0.5} after five iterations. Yet, RAE decreases strictly monotonically for all α.
Furthermore, costs – relating violations, utilization and reconfiguration actions – can also be
reduced to half for α ∈ {0.1, 0.3}. However, there is a seemingly exponential increase in the
average execution time per VM (cf. Figure 6.3f) due to higher number of cases stored in the KB.

Summing up, the simulation shows that learning did take place (and cost some time) and that
CBR is able to recommend right actions for many cases, i.e., to correctly handle and interpret
the measurement information that is based on a random distribution not known to CBR.

Figure 6.4 shows the same evaluation for the rule-based approach evaluating the aforemen-
tioned eight scenarios. From Figure 6.4a we learn that in terms of SLA violations Scenario 1
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Figure 6.3: Evaluation of CBR with respect to SLA violations, utilization, actions, RAE, costs,
and scalability

achieves the best result, where only 0.0908% of all possible violations occur, and Scenario 8
yields the worst result, with a still very low violation rate of 1.2040%. In general, the higher
the values are for TThigh, the worse is the outcome. The best result achieved with CBR was
at 7.5%. Thus, the rule-based approach achieves an up to 82 times better performance with the
right TTs set, and still a 6 times better performance in the worst case.

Figure 6.4b shows resource utilization. We see that the combination of high TTlow and
high TThigh (Scenario 8) gives the best utilization (84.0%), whereas low values for TTlow and
TThigh lead to the worst utilization (62.0% in Scenario 1). Still, compared to CBR which scored
a maximum of 80.4% and a minimum of 51.8%, the rule-based approach generally achieves
better results.

The percentage of all executed actions as compared to all possible actions that could have
been executed is shown in Figure 6.4c. One observes that the greater the span between TTlow
and TThigh is, the fewer actions have to be executed. Most actions (60.8%) are executed for
Scenario 7 (span of only 5% between TT values), whereas least actions (5.5%) are executed for
Scenario 3 (span of 60% between TT values). CBR almost always recommended exactly one
(out of two possible) actions and hardly ever (in about 1% of the cases) recommended no action.

As violations are very low in general, the resource allocation efficiency is very similar to the
utilization. The best value can be achieved with Scenario 8 (84.0%), the worst with Scenario 1
(62.0%). CBR achieves a RAE of at most 69.7% (α = 0.5 at iteration 2), and at least 45.5%
(α = 0.1 at iteration 20).
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Figure 6.3e shows the costs for each scenario using Equation (4.11) with the parameters
set in Section 6.2. The best trade-off between the three terms is achieved by Scenario 5 that
has medium values for TT rlow and TT rhigh. It has a very low violation rate of 0.0916%, a quite
elaborate utilization of 72.9%, but achieves this with only 19.8% of actions. Scenario 7 achieves
a better violation and utilization rate but at the cost of an action rate of 60.8%, and consequently
has higher costs. The lowest cost value for CBR is 923.0 Cloud EUR, the highest 2985.3 Cloud
EUR.

If the utility of the decision decreases for a certain time frame (as cost increases), the KB
could determine the cost summand in Equation (4.11) that contributes most to this decrease. For
any resource r, if the term is p, then decrease TT rhigh. If the term is w, then increase TT rlow.
Otherwise, if the term is c, then widen the span of TT rhigh and TT rlow, i.e., increase TT rhigh and
decrease TT rlow. This is one of the basic ideas for Section 4.5.

As far as time performance and scalability are concerned, the performance tests are very
encouraging. We executed 100 iterations from 100 to 3000 VMs. We performed every test twice
and calculated the average execution time as well as the average time it took for the simulation
engine to handle one VM. As shown in Figure 6.4f the execution time per VM stays quite
constant for up to 1500 VMs, and thus average execution time is about linear. For 3000 VMs, it
took 647s/100 = 6.47s for one iteration to treat all VMs. The high time consumption per VM
for 100 VMs in Figure 6.4f is due to the initialization of the rule knowledge base which takes
over-proportionally long for just a small number of VMs and does not weigh so much for more
VMs.

CBR took 240s for 50VMs and 20 iterations. Thus, CBR took 240s/20 = 12s for one
iteration to treat all VMs, which is twice as long as the rule-based approach takes, which even
has 60 times more VMs. However, CBR implements learning features, what the rule-based
approach currently does not, and could be sped up by choosing only specific cases to be stored
in the KB.

Summarizing, the rule-based approach highly outperforms CBR with respect to violations
(up to 82 times better results), actions, cost, and time performance. The rule-based approach
also achieves better “best case” and better “worst case” results for the remaining performance
indicators utilization and resource allocations efficiency. In more detail, 7 out of 8 scenarios were
better than the worst CBR value for utilization, whereas only one scenario was better than the
best CBR utilization value. Again, accumulating these results into cost, all rule-based scenarios
outperform CBR by a factor of at least 4 (worst rule-based scenario (236) compared to best CBR
result (923)), which to a large extent is due to the huge number of violations that the rule-based
approach is able to prevent and the high number of actions it can save.

Consequently, we consider the rule-based approach as the better technique to deal with VM
reconfiguration in Cloud Computing infrastructures, and we will focus the remaining part of this
article on a deeper investigation and understanding of the rule-based approach by evaluating it
with different classes of synthetic and real world workload.
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Figure 6.4: Violations, Utilization, Actions and Utility for Scenarios 1-8, Execution time for
Rule-based Approach

6.4 In-depth Evaluation of the Rule-based Approach Using
Synthetic Data

This section deals with the further investigation of the rule-based approach. We evaluated all
eight scenarios with different workload classes, namely LOW, MEDIUM, MEDIUM_HIGH,
and HIGH as defined in Subsection 6.1.

For the LOW workload volatility class (cf. Figure 6.5) one remarks that all violations can
be completely avoided for all TT scenarios. Lowest cost (107.7 Cloud EUR) is achieved with
Scenario 8, even though the amount of actions is quite high (23.8%), but the utilization (83.2%),
and therefore also RAE (83.2%), is highest.

The MEDIUM workload volatility class (cf. Figure 6.6) already runs into a lot more viola-
tions reaching a peak at 15.9% with Scenario 8, but still achieving a very good rate of 0.7% and
0.8% with Scenarios 1 and 4, respectively. Generally, reconfiguration actions are a lot higher,
too, with a minimum of 18.9% (Scenario 3), whereas the minimum for the LOW workload is
at 2.7% (Scenario 3). RAE differs quite apparently from utilization, and achieves its best rate
with Scenario 7 (69.4%), where utilization is (second highest) at 75.2% and violations are (third
highest) at 7.7%. Due to the many violations, costs are much higher and go up to 1746.4 Cloud
EUR. The best results stem from Scenario 1 with a cost of 294.8 Cloud EUR. The second best
scenario, Scenario 4 with a cost of 301.6 Cloud EUR, also achieves a similarly good violation
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Figure 6.5: Violations, Utilization, Actions, RAE and Cost for Scenarios 1-8 with LOW volatil-
ity workload

rate, but differs by a higher action rate (50.7% vs. 28.0%) and a lower utilization (60.0% vs.
65.9%).

As to the MEDIUM_HIGH workload volatility class (cf. Figure 6.7) the peak for violations
raises up to 22.1% (Scenario 8), but still achieves a very good minimum of 1.9% (Scenario 1),
which can be achieved with the third lowest amount of actions (38.2%). Generally, the graphs for
the MEDIUM_HIGH and HIGH workloads (cf. Figure 6.8) repeat the pattern of the MEDIUM
workloads just with higher amplitudes. Also, the lowest-cost scenario for these workloads is the
same, namely Scenario 1. However, the lowest-cost scenarios for LOW and LOW_MEDIUM
classes, namely Scenarios 1 and 8, respectively, differ quite significantly. Scenario 1 is a combi-
nation of two low TTs, Scenario 5 of two middle TTs, and Scenario 8 of two high TTs.

Summarizing we have seen that across all scenarios violations, actions and cost increase
from the LOW to the HIGH workload volatility classes. However, we have also seen that by
choosing the “right” TTs, the cost can be kept relatively small as compared to “wrong” TTs, or
the CBR outcome. E.g., for the HIGH workload class the best violation rate is at 4.1% (Scenario
1), whereas the worst violation rate is at 30.3% (Scenario 8). Consequently, it is crucial to
autonomically find good TTs according to the respective workload. This will be investigated in
Section 6.6.
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Figure 6.6: Violations, Utilization, Actions, RAE and Cost for Scenarios 1-8 with MEDIUM
volatility workload
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Figure 6.7: Violations, Utilization, Actions, RAE and Cost for Scenarios 1-8 with
MEDIUM_HIGH volatility workload
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Figure 6.8: Violations, Utilization, Actions, RAE and Cost for Scenarios 1-8 with HIGH volatil-
ity workload

6.5 Applying and Evaluating a Bioinformatics Workflow to the
Rule-based Approach

This section describes the adoption of a bionformatics workflow as a Cloud computing appli-
cation. We demonstrate by simulation that the rule-based approach can guarantee the resource
requirements in terms of CPU, memory and storage for the execution of the workflow in a
resource-efficient way.

As detailed in [187,192], bioinformatics workflows have gained a great need for large-scale
data analysis. Due to the fact that these scientific workflows are very resource intensive and can
take hours if not days to complete, provisioning them in an environment with fixed resources
leads to poor performance. On the one hand, the workflow might run out of resources and thus
may have to be restarted on a larger system. On the other hand, too much resources might be
provisioned in order not to take risks of a premature abort, which may cause a lot of resources
being wasted. Thus, Cloud computing infrastructures offer a promising way to host these sorts
of applications [161]. The monitoring data presented in this Section was gathered with the help
of the Cloud monitoring framework LoM2HiS [79]. Using LoM2HiS we measured utilized
resources of TopHat [198], a typical bioinformatics workflow application analyzing RNA-Seq
data [126], for a duration of about three hours [80].

In the following we shortly describe the bioinformatics workflow in more detail. We here
consider Next Generation Sequencing (NGS), a recently introduced high-throughput technology
for the identification of nucleotide molecules like RNA or DNA in biomedical samples. The
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output of the sequencing process is a list of billions of character sequences called ‘reads’, each
typically holds up to 35-200 letters that represent the individual DNA bases determined. Lately,
this technology has also been used to identify and count the abundances of RNA molecules
that reflect new gene activity. We use the approach, called RNA-Seq, as a typical example of a
scientific workflow application in the field of bioinformatics.

At first, in the analysis of RNA-Seq data, the obtained sequences are aligned to the reference
genome. The aligner presented here, TopHat [198], consists of many sub-tasks, some of them
have to be executed sequentially, whereas others can run in parallel (Figure 6.9). These sub-tasks
can have different resource-demand characteristics: needing extensive computational power,
demanding high I/O access, or requiring extensive memory size.

Figure 6.9: Overview of the TopHat Aligning Approach

In Figure 6.9, the green boxes represent simplified sub-tasks of the workflow application,
whereas the blue boxes represent the data transfered between the sub-tasks. The first sub-task
aligns input reads to the given genome using the Bowtie program [127]. Unaligned reads are
then divided into shorter sub-sequences which are further aligned to the reference genome in
the next sub-task. If sub-sequences coming from the same read were aligned successfully to
the genome, that may indicate that this read was straddling a ‘gap’ in the gene, falling on a
so-called splice-junction. After verification of candidate reads falling on splice junctions, these
and the reads that were aligned in the first sub-task are combined to create an output with a
comprehensive list of localized alignments.

For the simulation we define the SLA shown in Table 6.2 for TopHat with the maximum
amount of available resources on the physical machine we are executing it. The physical machine
has a Linux/Ubuntu OS with a Intel Xeon(R) 3 GHz CPU, 2 cores, 9 GB of memory, and 19 GB
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of storage. For CPU power, we convert CPU utilization into MIPS based on the assumption that
an Intel Xeon(R) 3 GHz processor delivers 10000 MIPS for 100% resource utilization of one
core, and linearly degrades with CPU utilization.

Service Level Objective (SLO) name SLO value
CPU Power ≥ 20000 MIPS

Memory ≥ 8192 MB
Storage ≥ 19456 MB

Table 6.2: TopHat SLA

In order to validate our approach, we make three simulations categories, where we set up and
manage our VMs differently: In the first category (Scenario 1) we assume a static configuration
with a fixed initial resource configuration of the VMs. Normally, when setting up such a testbed
as described in [80], an initial guess of possible resource consumption is done based on early
monitoring data. From this data on, we assume quite generous resource limits. The first ten
measurements of CPU, memory, and storage lie in the range of [140, 12500] MIPS, [172, 1154]
MB, [15.6,15.7] GB, respectively. So we initially configured our VM with 15000 MIPS, 4096
MB, and 17.1 GB, respectively. The second category subsumes several scenarios, where we
apply our autonomic management approach to the initial configuration in the first category. The
eight scenarios in this category depend on the chosen TTs. According to Table 6.1 we define
these scenarios as Scenario 2.1., 2.2, . . . , 2.8, respectively. As the third category (Scenario 3),
we consider a best case scenario, where we assume to have an oracle that predicts the maximal
resource consumption that we statically set our VM configuration to. Moreover, according to
the first measurements we decide to enforce a minimum of 1 MIPS CPU, 768 MB memory, and
1 GB storage.

As depicted in Figures 6.10a, 6.10b, and 6.10c one sees violations, utilization, as well as
the number of reconfiguration actions, respectively, for every parameter (together with an aver-
age value) in the different scenarios. Generally, the bars are naturally ordered beginning from
Scenario 1, over Scenarios 2.1, . . . , 2.8, ending with Scenario 3. The number of violations in
Scenario 1 reach 41.7% for CPU and memory, and 49.4% for storage, which leads to an average
of 44.3%. (For better visibility, these results have been excluded from Figure 6.10a.) Thus,
we experience violations in almost half of the cases. This is especially crucial for parameters
memory and storage, where program execution could fail, if it runs out of memory or storage,
whereas for a violation of the parameter CPU, we would “only” delay the successful termination
of the workflow.

With Scenarios 2.* we can reduce the SLA violations to a minimum. We completely avoid
violations for storage in all sub-scenarios, as well as for memory in all but one sub-scenarios.
Also CPU violations can be reduced to 0.6% for Sub-scenarios 2.1 and 2.4, and still achieve a
maximum SLA violation rate of 2.8% with Scenario 2.8. The average SLA violation rate can
be lowered to 0.2% in the best case. Scenario 3, of course, shows no violations. However, it is
unlikely to know the maximum resource consumption before workflow execution.

As to the utilization of the resources, it is clearly higher when a lot of violations occur, so
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Figure 6.10: Violations, Utilization and Reconfiguration actions for ten autonomic management
scenarios using bioinformatics workflow
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Figure 6.11: Resource Allocation Efficiency and Cost for ten autonomic management scenarios
using bioinformatics workflow
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Scenario 1 naturally achieves high utilization. This is the case, because when a parameter is
violated, then the resource is already fully used up, but even more of the resource would be
needed to fulfill the needs. On the opposite, Scenario 3 naturally achieves low utilization, as a
lot of resources are over-provisioned. Scenarios 2.* achieve a good utilization that is on average
in between of the two extremes and ranges from 70.6% (Scenario 2.1) to 86.2% (Scenario 2.8).
Furthermore, we observe some exceptions to this “rule” when considering individual parame-
ters. So, e.g., for memory we achieve a utilization of 85.0 % with Scenario 2.8 or 80.0% with
Scenario 2.6, which is higher than the utilization in Scenario 1 (77.4%). The same is true for
CPU utilization rates of 85.5% as compared to 84.3 % for the Scenario 1 and 2.8, respectively.
Only for storage the utilization of all but one of the scenarios 2.*, which is at 85.9%, is smaller
than for Scenario 3 (90.1%).

A huge advantage of Scenarios 2.* is that they do not run into any crucial SLA violation
(except for Scenario 2.3) , but achieve a higher utilization as compared to Scenario 3. As to the
reallocation actions, of course, Scenario 1 and 3 do not execute any, but also for the autonomic
management in Scenarios 2.*, the amount of executed reallocation actions for most scenarios
stays below 10%. Only Scenario 2.7 executes actions in 19.8% of the cases on average of the
time. Five out of eight scenarios stay below 5% on average.

When it comes to the overall costs of the scenarios (cf. Figure 6.11a), all 2.* scenarios
approach the result achieved by the best case scenario 3. Scenario 1 sums up costs of 4493.6, and
has therefore been omitted in the figure. Furthermore, the lowest cost is achieved using Scenario
2.6, which is even lower than the cost for Scenario 3. This is possible, because Scenario 2.6
achieves a very good utilization and SLA violation rate with a very few number of reallocation
actions. Also resource allocation efficiency for Scenarios 2.* as shown in Figure 6.11b achieves
unambiguously better results than for Scenario 1 (RAE of 48.2%). Furthermore, all scenarios of
the second category achieve a better RAE than the RAE of Scenario 3 (69.3%).

Thus, we conclude that by using the suggested autonomic management technique, we can
avoid most costly SLA violations, and thus ensure workflow execution, together with a focus
on resource-efficient usage. All this can be achieved by a very low number of time- and energy
consuming VM reallocation actions for many of the autonomic management scenarios.

6.6 Evaluation of the Self-adapting Rule-based Approach

Evaluation of the Self-adapting Rule-based Approach Using Synthetic Data

In this subsection we evaluate the six options A-F presented in Section 4.5 using synthetic work-
load. As a quality measure, we will use the cost function defined by Equation (4.11) with
pr(p) = 100p,wr(w) = 5w, and ar(a) = a for all r, and for all adaptation options we set
α = 4 as used in Equations (4.14)-(4.17).

Every simulation run consists of 100 iterations. The SLA for the synthetic workloads is
presented in Table 6.3. Results of the simulation runs can be seen in Figures 6.12 - 6.14. In
all Subfigures 6.12-6.15(a) we present p, 100 − w, a for every simulation run. The specifics of
each run are explained below each group of three bars: At first the adaptation option is stated,
or “off”, if none is used. Adaptation options also show k where applicable. All autonomic
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rmin SLA parameter rmax

1 GB ≤ storage ≤ 1000 GB
1 Mbit/s ≤ incoming bandwidth ≤ 20 Mbit/s
1 Mbit/s ≤ outgoing bandwidth ≤ 50 Mbit/s
1 MIPS ≤ CPU power ≤ 100 MIPS
8 MB ≤ memory ≤ 512 MB

Table 6.3: SLA for synthetic workloads

TT experiments have been conducted with TTlow = 50% and TThigh = 75% initially set (we
will refer to this as the standard case), unless stated otherwise. This was chosen based on the
evaluation in [151], as this setting brought best results for a LOW_MEDIUM WV class with
iEnd = 18%. For compact notation a TT pair is written as [TTlow, TThigh]. In all Subfigures
6.12-6.15(b) we show the cost c(p, w, c) with the parameters as defined above.

The first three (group of) bars in Figure 6.12 represent static TT configurations evaluated
in [151]. The goal of the autonomic TT management is to achieve costs that are as low or lower
than the costs resulting from a static TT configuration. We see that the best static result in terms
of costs can be achieved setting TTs = [70%, 90%], and the cost for the standard case is 159.
This value is beaten (or attained) by evaluated options A for k ≤ 25, C for k = 2, 5 with the
standard TT pair, C for all evaluated k with the best (a-priori unknown) TT pair, and options E
and F. The best case is attained by options C with the best TT pair, and by option E.

For the MEDIUM WV class we deduce from Figure 6.13 that options A for k ≥ 15, E and
F beat the static TT scenario. On the contrary, option C achieves the worst results by far.

Due to space limitations, we omit the graphs of the MEDIUM_HIGH WV class, which are
quite similar to those of the HIGH WV class. Evaluation shows that all options except option C
beat the results from the standard case. Option E achieves the best result.

As far as the HIGH WV class is concerned (cf. Figure 6.14), all options beat the results from
the “standard case”. From these, again option C still achieves the worst results, and again option
E results into lowest costs.

Generally, autonomic adaptation works best for workloads with higher volatility and quite
acceptable for workloads with lower volatility. We also see that option C for k = 5 generally
achieves worst results except for low WV. This is explained by the fact as stated in Section 4.5
that option C is less cautious than other options with respect to SLA violations. These violations,
naturally, have a higher impact with higher WV. Option B for k = 5 achieves the worst result
for LOW WV, and only outperforms the standard case for MEDIUM_HIGH and HIGH WV
classes. Nevertheless, options E and F always outperform the standard case, and achieve best or
very good results, and there is always a k for option A such that it also outperforms the standard
case. The best cases for each WV class have been resembled in option F.
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Figure 6.12: Evaluation results for LOW workload volatility class

Evaluation of the Self-adapting Rule-based Approach Using Image Rendering
Software Workload

This and the next section will present the evaluation of two real-world workloads categories.
One important point to observe with these workloads is that they do no longer fall into the same
WV class for all the resources.

The SLA for the POV-Ray application, an image rendering software [1], is depicted in Table
6.4. As we have seen that in the previous subsection options E and F always outperform the
standard case, we chose only these options for further evaluation. As can be seen in Table 6.5
(AM describes whether the autonomic manager is turned on or off), we remark that for POV_F*
options E and F always outperform the standard case with partially big cost improvements up
to 48% (for POV_F9), while the better option is not clearly the one or the other. For POV_B*
workloads there is one case, where neither option outperforms the standard case, whereas in the
other cases either option E or option F outperform the standard case.
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Figure 6.13: Evaluation results for MEDIUM workload volatility class

rmin SLA parameter rmax

1 GB ≤ storage ≤ 1000 GB
1 Kbit/s ≤ incoming bandwidth ≤ 80000 Kbit/s
1 Kbit/s ≤ outgoing bandwidth ≤ 8000 Kbit/s
1 MIPS ≤ CPU power ≤ 100000 MIPS
8 MB ≤ memory ≤ 512 MB

Table 6.4: PovRay SLA
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p 100− w a c(p, w, c) WV AM Details
5.56 63.8 17.0 754 POVRAYF1 off [50%, 75%]
2.56 50.96 11.56 512 POVRAYF1 on A), 2step
3.0 56.34 14.2 533 POVRAYF1 on E)
3.0 53.44 11.7 544 POVRAYF1 on F)
1.45 72.1 12.3 297 POVRAYF2 off [50%, 75%]
0.68 69.6 9.4 229 POVRAYF2 on E)
1.13 70.5 15.5 275.8 POVRAYF2 off F)
1.34 72.0 7.7 282 POVRAYF3 off [50%, 75%]
1.12 71.7 7.8 261 POVRAYF3 on E)
0.45 68.9 6.5 207 POVRAYF3 on F)
1.56 71.7 9.3 306 POVRAYF4 off [50%, 75%]
0.89 71.4 8.2 240 POVRAYF4 on E)
0.89 66.3 5.4 263 POVRAYF4 on F)
1.89 72.1 10.8 339 POVRAYF5 off [50%, 75%]
0.89 69.9 9.3 249 POVRAYF5 on E)
1.0 69.8 14.1 265 POVRAYF5 on F)
3.02 72.4 13.2 453 POVRAYF6 off [50%, 75%]
0.89 68.5 10.8 258 POVRAYF6 on E)
1.56 69.9 16.5 324 POVRAYF6 on F)
2.78 72.5 12.4 428 POVRAYF7 off [50%, 75%]
0.89 69.0 10.3 254 POVRAYF7 on E)
1.56 70.1 16.2 321 POVRAYF7 on F)
3.44 72.4 14.0 496 POVRAYF8 off [50%, 75%]
1.0? 67.4 9.9 273 POVRAYF8 on E)
1.89 67.0 17.2 356 POVRAYF8 on F)
3.24 72.9 15.8 475 POVRAYF9 off [50%, 75%]
0.78 68.7 12.1 247 POVRAYF9 on E)
1.34 70.1 18.4 302 POVRAYF9 on F)
3.91 73.1 16.2 542 POVRAYF10 off [50%, 75%]
1.23 68.3 12.2 293 POVRAYF10 on E)
2.01 70.5 18.7 367 POVRAYF10 on F)
0.45 72.2 6.1 190 POVRAY_B1 off [50%, 75%]
0.44 73.0 6.0 186 POVRAY_B1 on E)
0.56 72.3 9.2 204 POVRAY_B1 on F)
0.11 71.2 10.1 161 POVRAY_B2 off [50%, 75%]
0.11 71.8 6.9 159 POVRAY_B2 on E)
0.22 72.5 10.8 171 POVRAY_B2 on F)
0.22 72.5 10.3 170 POVRAY_B3 off [50%, 75%]
0.45 71.8 8.8 194 POVRAY_B3 on E)
0.34 69.7 6.0 191 POVRAY_B3 on F)

Table 6.5: Measurement results for PovRay measurements
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Figure 6.14: Evaluation results for HIGH WV class

Evaluation of the Self-adapting Rule-based Approach Using a Bioinformatics
Workflow Workload

The SLA of the second workload, the bionformatics workflow, is defined as follows (similarly
as in Table 6.2): 1 MB≤ storage≤ 19456 MB, 1 MIPS≤ CPU Power ≤ 20000 MIPS, and 768
MB≤memory≤ 8192 MB. Figure 6.15 reveals that all evaluated autonomic options outperform
the standard case with option E achieving by far the best result. For option A we have also
experimented with varying k for different resources and could achieve the second best result
(tied with option F) by setting k = 10 for storage, k = 2 for CPU, and k = 5 for memory.

Concluding we find that for 11 out of 14 real-world workloads both options E and F of the
self-adaptive approach achieve better results than the static approach for at least 7% (workload
POV_F2) and at most 48% (workload POV_F9). From the remaining workloads, for two of
them (POV_B1 and POV_B2) only option E performs better, and for only one workload the
static approach outperforms both self-adaptive ones by 11% (POV_B3).
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Figure 6.15: Evaluation results for the bioinformatics workflow

6.7 Energy-efficient and SLA-Aware Management of IaaS Clouds

In this section we will evaluate the more holistic framework for VM reconfiguration, VM mi-
gration and PM power management. We divide the evaluation into four experiments. In the first
experiment we want to determine the energy gain VM reconfiguration brings alone. In the sec-
ond experiment we focus on the four different reallocation algorithms to see which one performs
best. In the third experiment we more deeply investigate some of the parameters for the two best
reallocation algorithms. Finally, with the fourth experiment we evaluate the scalability of the
algorithms.

We simulated 100 physical machines with 1.1GHz processors and 4GB memory, that con-
sume 20W at idle (Emin) and 100W when fully loaded (Emax). We used several different
workloads for the 100 VMs of the system, two synthetic ones and one based on real measure-
ments of a scientific bioinformatics workflow presented in [80]. For the synthetic workloads we
distinguish between LIGHT workload volatility, i.e., workload does not change a lot (up to 10%
from one iteration to the other), and the opposite MEDIUM_HEAVY (up to 50% from one itera-
tion to the other workload volatility. A more detailed description of the workload generation can
be found in [151]. We will abbreviate the bioinformatics workflow with BOKU. We evaluated
the algorithms with 100 iterations and the PM powering off strategy with a = 2, unless stated
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otherwise.

Impact of VM Reconfiguration over Energy Consumption

We did the first set of runs to experiment on the effect of the VM reconfiguration handled by the
autonomic manager on the energy consumption of the system. In order to do so, we ran the four
algorithms with a fixed workload volatility class (here MEDIUM_HEAVY), and a fixed set of
TT pairs. We then compared to the same runs with the autonomic manager disabled. Evaluation
parameters can be found in Table 6.6.

Parameter Evaluated values
Tested workloads MEDIUM_HEAVY volatility
VM reconfiguration turned on/off
VM reconfiguration TT pairs [20%, 40%]
VM reallocation algorithms ROUNDROBIN, FIRSTFIT, MONTE-

CARLO, VECTORPACKING
ttcpu 0.8
ttmemory 0.8

Table 6.6: Evaluation input parameters for Experiment 1

(a) Energy consumption (b) SLA violations

Figure 6.16: Evaluation results for Experiment 1

Figure 6.16a shows the total energy consumption over the 100 time steps. We only plotted
one of the no reconfiguration results since all the 4 runs had the same energy consumption. The
reason was that since there was an over-provisioning at the first time step, the VM wouldn’t
change during the whole run. Adding the fact that VMs are provisioned for the CPU at a bit less
than the half of the PM’s capability, 2 VMs per PM were achieved by all algorithms since it was
the optimal initial mapping. We can however add to this the fact that the initial allocation makes
the PMs CPU resource loaded, and since our PMs have a low Emin compared to Emax the
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energy consumption difference when disabling the VM reconfiguration is as big as it is. Thus,
VM reconfiguration tremendously reduces energy consumption up to 61.6% at the price of more
SLA violations as shown in Figure 6.16b.

Evaluation of VM Reallocation Algorithms

In order to evaluate the performance of the VM reallocation algorithms, we ran the simulations
for the 4 algorithms, with the VM reconfiguration turned on with one set of TT pairs. The eval-
uation was made for three different workloads: low and medium-high volatility of the resource
needs, and the bioinformatics workflow. Evaluation parameters are shown in Table 6.7.

Parameter Evaluated values
Tested workloads LIGHT, MEDIUM_HEAVY, BOKU
VM reconfiguration turned on
VM reconfiguration TT pairs [20%, 40%]
VM reallocation algorithms ROUNDROBIN, FIRSTFIT, MONTE-

CARLO, VECTORPACKING
ttcpu 0.8
ttmemory 0.8

Table 6.7: Evaluation input parameters for Experiment 2

Figure 6.17a shows the total energy consumption of the PMs over the 100 time steps for the 3
workloads. As the figure shows, for LIGHT volatility workloads, the MONTECARLO algorithm
performs the best, closely followed by VECTORPACKING and FIRSTFIT. The ROUNDROBIN

algorithms performs badly since it is consuming twice as much energy. If we look at the
MEDIUM_HEAVY volatility workload, we can see that the FIRSTFIT algorithm outperforms
all other algorithms energy-wise. Finally, for the BOKU workload, which stresses the resources
more than the two other workloads, the results are the same as for the LIGHT workload, only
with a generally much higher energy consumption.

The reason behind these differences is partially shown in Figure 6.17c, which shows the
average number of powered on PMs during the run. As we can see, the ROUNDROBIN will load
balance the VMs on every PMs, thus preventing the autonomic manager to shut down empty
PMs. The algorithm that performs the best, however, is the VECTORPACKING algorithm, since
it is designed to consolidate heavily the virtual machines, while load balancing if possible on the
hosts that remain powered on. We can also note that, except for FIRSTFIT and ROUNDROBIN,
the number of powered on PMs increases as the system resource consumption becomes more
volatile. This can be explained by the fact that the FIRSTFIT algorithm is less proactive than the
others, thus, as we will see in Figure 6.17b leads to some problems.

Figure 6.17b plots the SLA violation percentage of the cloud for each algorithms. Only the
LIGHT and MEDIUM_HEAVY workloads are plotted, since the BOKU workload is much less
volatile than the others and has an SLA violation rate of 0%. As we can see, the ROUNDROBIN

has the least violation percentage of all the algorithms, since it uses all the hosts, the small
amount of violations there is generated by the VM reconfiguration. The VECTORPACKING and
MONTECARLO algorithms are at around 4% and 8% of SLA violations. Last, the FIRSTFIT
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algorithm which is performing better for the LIGHT volatility workload, performs poorly when
the volatility increases, since it goes up to over 16% SLA violations.

To examine the performance of the algorithms, we have to account for both the energy
consumption of the cloud, and the SLA violations that the reconfiguration of the VMs and the
PMs have induced. The perfect example is when looking at the FIRSTFIT algorithm for the
MEDIUM_HEAVY workload. For these parameters, the algorithm performs extremely well
energy-wise, outperforming smarter algorithms, but we can see that the setback is to have over
16% SLA violations. Looking at the global picture, we have a 60kW difference between the two
algorithms for a 8 point difference of SLA violations.

(a) Energy consumption of the algorithms under different
workloads

(b) SLA violation percentages of the VMs under different
workloads

(c) Average number of powered on machines

Figure 6.17: Evaluation results for Experiment 2
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Evaluation of VM and PM Threat Thresholds

As the next evaluation step we decided to focus on the two threat threshold pairs we use: One for
PM power management (average CPU and memory utilization of all PMs), which we call PM-
TTs, and one for the VM reconfiguration (TTmin, TTmax) named VM-TTs. We evaluate them
on the two VM reallocation algorithms that achieved best results in previous allocations: MON-
TECARLO and VECTORPACKING. We analyzed three different PM-TTs [80%, 80%], [60%, 80%],
[60%, 60%] in the format [CPU,memory]. We used a case with a more cautious TT for CPU,
because this showed to be the resource which is usually fluctuating more quickly than memory.
For the VM-TTs we used the standard interval [50%, 75%] found in [151] to be a good general
setting additional to the very cautious setting of [20%, 40%] we used in the previous evaluation.
All the resulting scenarios are depicted in Table 6.8.

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6
PM-TTs =
[CPU,Memory]

[80%, 80%] [80%, 80%] [60%, 80%] [60%, 80%] [60%, 60%] [60%, 60%]

VM-TTs =
[TTlow, TThigh]

[20%, 40%] [50%, 75%] [20%, 40%] [50%, 75%] [20%, 40%] [50%, 75%]

Table 6.8: Scenarios for Experiment 3

(a) Energy consumption for varying VM and PM thresh-
olds

(b) SLA violations for varying VM and PM thresholds

Figure 6.18: Evaluation results for Experiment 3

As can be seen in Figures 6.18a and 6.18b the results show that MONTECARLO is almost
always better in terms of energy and violations. However, it takes much longer processing time
as presented in Section 6.7. For Scenarios 2, 4 and 6 the difference in favor of MONTECARLO

is extremely large as far as energy consumption is concerned. Not surprisingly, the scenarios,
where energy consumption is lowest has the highest number of SLA violations and vice versa.
Generally speaking, the even and the odd scenarios show similar behavior meaning the VM-TTs
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have a higher impact on the outcome as compared to the PM-TTs. Moreover, lowering PM-
TTs increases energy consumption, but does not lower SLA violations in all cases. Finally, the
better results of MONTECARLO can also be explained when looking at the number of PMs that
were powered on or off. VECTORPACKING powers on at least as much (if not more) PMs as
MONTECARLO, and MONTECARLO also spends less energy on powering off again PMs that
were unnecessarily powered off by VECTORPACKING.

Scalability

Figure 6.19: Runtime of the algorithms for 100 VMs

Figure 6.19 shows the runtime of the reallocation algorithms for 100, 200, 400 and 800 VMs.
These runtimes contain both the VM reconfiguration decisions and the reallocation algorithm.
As we can see, the MONTECARLO algorithm is taking six time as much time to compute a
solution each time step at 100 VMs, as the others are computing in a reasonable time (around
half a second for 100 VMs with the reconfiguration overhead). The MONTECARLO algorithm,
even if it performs rather well, will not scale well for two reasons. The first is that it has to
compute lots of time the solution (100 in our tests), thus taking more and more time to compute.
The second reason is that with an increasing number of VMs and PMs, in order to achieve a near
optimal solution every time step, the algorithm has to increase its iteration number to increase
the chance of a good solution to emerge. If we increase the number of VMs and PMs without
increasing the number of iterations of the MONTECARLO, the quality of the results will become
more sporadic, and the average quality of the solution will decrease.

Figure 6.19 shows that the MONTECARLO algorithm is not scalable, unlike the other 3
for which the runtime seems to grow linearly to the VM number, and that it takes around an
acceptable 5 seconds to compute a solution for 800 VMs.
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CHAPTER 7
Knowledge Management for Cloud

Federations

In this chapter we use an existing inter-Cloud architecture [107] and analyze a possible extension
with knowledge management. We formalize elements of the Cloud federation architecture, and
show the feasibility of this extension by pointing out concrete implementation samples.

7.1 Federated Cloud Management Architecture

Figure 7.1 shows the Federated Cloud Management (FCM) architecture (first introduced in
[143]), and its connections to the corresponding components that together represent an inter-
operable solution for establishing a federated cloud environment. Using this architecture, users
are able to execute services deployed on cloud infrastructures transparently, in an automated
way. Virtual appliances for all services should be stored in a generic repository called FCM
Repository, from which they are automatically replicated to the native repositories of the differ-
ent Infrastructure as a Service cloud providers.

Users are in direct contact with the Generic Meta-Broker Service (GMBS – [112]) that allows
requesting a service by describing the call with a WSDL, the operation to be called, and its pos-
sible input parameters. The GMBS is responsible of selecting a suitable cloud infrastructure for
the call, and submitting to a CloudBroker (CB) in contact with the selected infrastructure. Selec-
tion is based on static data gathered from the FCM Repository (e.g. service operations, WSDL,
appliance availability), and on dynamic information of special deployment metrics gathered by
the CloudBrokers (see Section 7.2). The role of GMBS is to manage autonomously the intercon-
nected cloud infrastructures with the help of the CloudBrokers by forming a cloud federation.

CloudBrokers are set up externally for each IaaS provider to process service calls and man-
age VMs in the particular cloud. Each CloudBroker [142] has its own queue for storing the
incoming service calls, and it manages one virtual machine queue for each virtual appliance
(VA). Virtual machine queues represent the resources that can currently serve a virtual appliance
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Figure 7.1: The original Federated Cloud Management architecture

specific service call. The main goal of the CloudBroker is to manage the virtual machine queues
according to their respective service demand. The default virtual machine scheduling is based
on the currently available requests in the queue, their historical execution times, and the number
of running VMs.

Virtual Machine Handlers are assigned to each virtual machine queue and process the VM
creation and destruction requests in the queue. Requests are translated and forwarded to the
underlying IaaS system. VM Handlers are infrastructure-specific and built on top of the public
interfaces of the underlying IaaS. Finally, the CloudBroker manages the incoming service call
queue by associating and dispatching calls to VMs created by the VM Handler.

As a background process, the architecture organizes virtual appliance distribution with the
Automatic Service Deployment (ASD) component [107]. This component minimizes pre-execution
service delivery time to reduce the apparent service execution time in highly dynamic service
environments. Service delivery is minimized by decomposing virtual appliances and replicating
them according to demand patterns, then rebuilding them on the IaaS system that will host the
future virtual machine. This chapter does not aim to further discuss the behavior of the ASD,
however it relies on its features that reduce virtual appliance replication time and transfer time
between the FCM and the native repositories.
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7.2 Self-adaptable Inter-Cloud Management Architecture

This chapter offers two options to incorporate the concepts of knowledge management (KM)
systems into the Federated Cloud Management architecture: local and global. Local integration
is applied on a per deployed component basis, e.g. every CloudBroker utilizes a separate KM
system for its internal purposes. In contrast, global integration is based on a single KM system
that controls the autonomous behavior of the architectural components considering the available
information from the entire cloud federation. In this section first we discuss which integration
option is best to follow, then we introduce the extensions made to a KM system in order to
perform the integration.

Knowledge Management Integration Options

When local integration is applied, each knowledge manager can make fine-grained changes –
e.g., involving actions on non-public interfaces – on its controlled subsystem. First, the meta-
broker can select a different scheduling algorithm if necessitated by SLA violation predictions.
Next, the CloudBroker can apply a more aggressive VM termination strategy, if the greenness of
the architecture is more prioritized. Finally, if the storage requirements of the user are not valid
any more, the FCM repository removes unnecessarily decomposed packages (e.g. when the used
storage space approaches its SLA boundaries, the repository automatically reduces the occupied
storage). However, the locally made reactions to predicted SLA violations might conflict with
other system components not aware of the applied changes. These conflicts could cause new
SLA violation predictions in other subsystems, where new actions are required to maintain the
stability of the system. Consequently, local reactions could cause an autonomic chain reaction,
where a single SLA violation prediction might lead to an unstable system.

To avoid these chain reactions, we investigated global integration (presented in Figure 7.2)
that makes architecture-wide decisions from an external viewpoint. High-level integration is
supported by a monitoring solution – deployed next to each subcomponent in the system (GMBS,
the various CloudBrokers and repositories) – that determines system behavior in relation to the
settled SLA terms. Global KM integration aggregates the metrics received from the different
monitoring solutions, thus operates on the overall architecture and makes decisions consider-
ing the state of the entire system before changing one of its subsystems. However, adaptation
actions are restricted to use the public operations of the FCM architecture (e.g., new cloud se-
lection requests, new VM and call associations or repository rearrangements). Consequently,
the global integration exhausts adaptation actions earlier than the local one, because of metrics
aggregation and restricted interface use. For instance, if aggregated data hides the cause of a
possible future SLA violation, then global KM cannot act without user involvement.

In this chapter, we propose to use a hybrid KM system (revealed in Figure 7.3) combining
both global and local integration options. The hybrid system avoids the disadvantages of the
previous solutions by enabling global control over local decisions. In our system, local actions
can be preempted by the global KM system by propagating predicted changes in aggregated
metrics. Based on predicted changes, the global KM could stop the application of a locally
optimal action and prevent the autonomic chain reaction that would follow the local action. On
the other hand, if the global system does not stop the locally optimal action, then it enables the
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Figure 7.2: Global integration of the knowledge management system

execution of more fine-grained actions postponing adaptation action exhaustion.

Knowledge Management System Extensions

This subsection first lists the possible autonomic actions in our KM system, then it analyzes the
collected monitoring data that can indicate the need for autonomous behavior. Finally, based on
these indicators, we conclude with the rules triggering the adaptation in our FCM components.

Actions

Based on the affected components, the architecture applies four basic types of actions on un-
acceptable behavior. First, at the meta-brokering level, the system can organize a rescheduling
of several service calls. E.g., the autonomous manager could decide to reschedule a specific
amount of queued calls – c ∈ Qx, where c refers to the call, and Qx specifies the queue of the
CloudBroker for IaaS provider x. Consequently, to initiate rescheduling, the knowledge man-
ager specifies the amount of calls (Ncr) to be rescheduled and the source cloud (Cs) from which
the calls need to be removed. Afterwards, the meta-broker evaluates the new situation for the
removed calls, and schedules them to a different cloud, if possible.

Second, at the level of cloud brokering, the system could decide either to rearrange the VM
queues of different CloudBrokers, or alternatively to extend or shrink the VM queue of a specific
CloudBroker. VM queue rearrangement requires global KM integration in the system so it can
determine the effects of the queue rearrangement on multiple infrastructures. The autonomous
manager accomplishes rearrangement by destructing VMs of a particular virtual appliance in a
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Action Involved component Integration
Reschedule calls Meta-Broker Global

Rearrange VM queues CloudBroker Global
Extend/Shrink VM Queue CloudBroker Local

Rearrange VA storage FCM repository Global
Self-Instantiated Deployment Service instances Local

Table 7.1: Summary of Autonomous Actions

specific cloud and requesting new VMs in another one. Consequently, the autonomous manager
selects the virtual appliance (V Aarr) that has the most affected VMs. Then it identifies the
amount of virtual machines (Nvmtr) to be removed from the source cloud (Cs) and instantiated
in a more suitable one (Cd).

The queue rearrangement operations have their counterparts also in case of local KM inte-
gration. The VM queue extension and shrinking operations are local decisions that are supported
by energy efficiency related decisions. In case of queue shrinking, some of the virtual machines
controlled by local CloudBroker are destructed. However, under bigger loads, virtual machines
could be in the process of performing service calls. Therefore, the autonomous manager can
choose between the three VM destruction behaviors embedded into the CloudBrokers: (i) de-
stroy after call completed, (ii) destroy right after request and put the call back to the local service
call queue and finally, (iii) destroy right after request and notify the user about call abortion. As
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a result, the autonomous manager specifies the number of VMs to extend (Nex) or shrink (Nshr)
the queue with and the destruction strategy (Sdest) to be used.

Third, on the level of the FCM repository, the autonomous manager can make the decision to
rearrange virtual appliance storage between native repositories. This decision requires the FCM
repository either to remove appliances from the native repositories, or to replicate its contents
to a new repository. Appliance removal is only feasible, if one of the following cases are met:
(i) the hosting cloud will no longer execute the VA, (ii) the hosting cloud can download the
VA from third party repositories or finally, (iii) the appliance itself was based on an extensible
appliance that is still present in the native repository of the hosting cloud. The objective of the
rearrangement is to reduce the storage costs in the federation at the expense of increased virtual
machine instantiation time for VMs of the removed appliances. Conclusively, the rearrangement
decision should involve the decision on the percentage (Nrepr) of the reduced or replicated
appliances that should participate in the rearrangement process.

Finally, when virtual appliances are built with embedded autonomous capabilities (internal
monitoring, KM system etc.), then virtual machines based on them are capable of self-initiated
deployment. If a service instance gets either overloaded or dysfunctional according to its internal
monitoring metrics, then the instance contacts the local CloudBroker to instantiate a new virtual
machine just like the instance is running in. In case of overloading, the new instance will also
be considered for new Call→VM associations. In case of dysfunctional instances, the system
creates a proxy service inside the original VM replacing the original service instance. This proxy
is then used to forward the requests towards the newly created instance until the current VM is
destructed.

Monitored Metrics

After analyzing the various autonomous actions that the KM system can exercise, we inves-
tigated the monitoring system and the possible metrics to be collected for the identification of
those cases when the architecture encounters unsatisfactory behavior. Currently, we monitor and
analyze the behavior of CloudBrokers, the FCM repository and individual service instances.

Since CloudBrokers represent the behavior of specific IaaS systems, most of the measure-
ments and decisions are made based on their behavior. All measurements are related to the
queues of the CloudBroker; therefore we summarize their queuing behavior. CloudBrokers of-
fer two types of queues: the call queue (Qx, where x identifies the specific CloudBroker that
handles the queue) and the VM queues (VMQx,y, where y identifies the specific service – or
appliance V Ay – the queued VMs are offering). The members of the call queue represent the
service calls that a CloudBroker needs to handle in the future (the queue is filled by the meta-
broker and emptied by the CloudBroker through associating a call with a specific VM). On the
other hand, VM queues are handled on a more complex way: they list the currently handled
VMs offering a specific service instance. Consequently, the CloudBrokers maintain VM queues
for all service instances separately. Entries in the VM queues are used to determine the state of
the VMs:
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State : VM →


WAITING
INIT
RUNNING.AV AILABLE
RUNNING.ACQUIRED
CANCEL

(7.1)

• Waiting: the underlying cloud infrastructure does not have resources to fulfill this VM
request yet.

• Init: the VM handler started to create the VM but it has not started up completely yet.

• Running and available: the VM is available for use, the CloudBroker can associate calls
to these VMs only.

• Running and acquired: the VM is associated with a call and is processing it currently.

• For cancellation: the CloudBroker decided to remove the VM and stop hosting it in the
underlying infrastructure.

Based on these two queues the monitor collects the metrics listed in the following para-
graphs.

To support decisions for service call rescheduling, the system monitors the call queue length
for all available CloudBrokers for a specific service call s:

q(x, s) := {c ∈ Qx : (type(c) = s)}, (7.2)

where type(c) defines the kind of the service call c is targeting.
Call throughput measurement of available CloudBrokers is also designed to assist call reschedul-

ing:

throughput(x) :=
1

maxc∈Qx(waitingtime(c))
, (7.3)

where waitingtime(c) expresses the time in sec a service call has been waiting in the specific
Q.

We define the average waiting time of a service s by

awt(s,Qx) :=

∑
c∈q(x,s)waitingtime(c)

|q(x, s)|
, (7.4)

and the average waiting time of a queue by

awt(Qx) :=

∑
c∈Qx

waitingtime(c)
|Qx|

. (7.5)

To distinguish the CloudBrokers, where VM queue rearrangements could occur, we measure
the number of service instances that are offered by a particular infrastructure:
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vms(x, s) :=
{
vm ∈ VMQx,s :

State(vm) = RUNNING.AV AILABLE

∨ State(vm) = RUNNING.ACQUIRED
}

(7.6)

The call/VM ratio for a specific service managed by a specific CloudBroker:

cvmratio(x, s) :=
|q(x, s)|
|vms(x, s)|

(7.7)

This ratio allows the global autonomous manager to plan VM queue rearrangements and
equalize the service call workload on the federated infrastructures. When applied with the local
KM system, this ratio allows the system to decide on extending and shrinking the VM queues of
particular services and balance the service instances managed by the local CloudBroker.

The load of the infrastructure managed by a specific CloudBroker:

load(x) :=
∑
∀s |vms(x, s)|∑
∀s |VMQx,s|

(7.8)

The load analysis is used for VM queue rearrangements in order to reduce the number of
waiting VMs in the federation. When applied locally, along with the call/vm ratio the load
analysis is utilized to determine when to extend or shrink the VM queues of various services. As
a result, CloudBrokers could locally reorganize their VM structures that better fit the current call
patterns.

To support the remaining autonomous actions, the FCM repository and individual service
instances are also monitored. First, the system monitors the accumulated storage costs of a
virtual appliance in all the repositories (r ∈ R) in the system (expressed in US dollars/day):

stcost(V As) :=
∑
∀r
locstcost(r, V As), (7.9)

where locstcost(r, V As) signifies the local storage cost at repository r for appliance V As (rep-
resenting a specific service referred as s). To better identify the possible appliance storage re-
arrangements the system also analyzes the usage rate of appliances in the different repositories
expressed in the number of times the VMs based on the appliance have changed status from
INIT to RUNNING.AV AILABLE in a single day (deployfreq(r, V As)).

Finally, individual services are monitored to support self-instantiated deployment. Here
we analyze the service availability (expressed as the % of time that the instance is available
for external service calls) of the specific service instance deployed in the same VM where the
monitoring system is running.

Basic Rules for Applying Actions

We decided to formulate the knowledge base (KB) as a rule-based system. Rules are of the
form “WHEN condition THEN action” and can be implemented e.g. using the Java rule engine
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1 rule “Reschedule calls”
2 WHEN
3 Cs : Cloudbroker()
4 throughput(x) < mean(throughput(.)) + δ · std(throughput(.))
5 THEN
6 Cd := arg max throughput(.)
7 Ncr := equalizeQs(Cs, Cd)
8 calls := remove(Ncr, Cs); //removes last Ncr entries in QCs .
9 add(calls, Cd);

Figure 7.4: Rule for rescheduling calls

Drools [15]. We define several rules based on the previously defined measurements and actions,
and present them in Drools-related pseudo code. The working memory of the KM system, which
is the main class for using the rule engine at runtime, does not only consist of the specified rules,
but also of the objects whose knowledge has to be modeled, and that are currently active in the
Cloud federation (like a CloudBroker, the native repository, different queues, etc.). These objects
are typically modeled as Java classes, and thus referred to as CloudBroker(), NativeRepository(),
etc.

Figure 7.4 shows the rule for rescheduling service calls. Line 1 states the unique name the
rule can be identified with in the KB. This way, rules can be dynamically altered or replaced if
different global behavior due to changing high-level policies (i.e., changing from energy efficient
to SLA performant) is required. Lines 3-4 state the conditions that have to be fulfilled to trigger
the actions in lines 6-9. At first, we look for a CloudBroker Cs (line 3), whose throughput falls
below the average of all the queues’ throughputs (mean()) plus a multiple of their standard
deviation (std(), line 4). If such Cs is found, the rule is executed. We have to decide to which
Cloud Cd (line 6) to move Ncr service calls (line 7), and finally invoke the appropriate public
interface methods of the Cloud brokers at stake (lines 8-9). As Cd we choose the Cloud with
maximum throughput. The equalizeQs() method (line 7) tries to equal out the average waiting
times of the queues of Cs and Cd. It takes the last service call ŝ out of Qs, retrieves its average
waiting time awt(ŝ, Qs) and calculates the new estimated average waiting time for Qs and Qd
by awt(Qs) := awt(Qs) − awt(ŝ, Qs) and awt(Qd) := awt(Qd) + awt(ŝ, Qd), respectively.
Then it adds ŝ to Qd. It continues this procedure as long as awt(Qs) ≥ awt(Qd), and returns
the number of service calls that have been hypothetically added toQd. The rule could then either
really add the chosen calls to Cd as presented in line 9, or return them to the meta-broker

Figures 7.5 and 7.6 show possible rules for removing VAs from a Cloud’s native repository
due to high local or global costs, respectively. Both rules try to find a repository r and a VA V Ax
that have been inserted into the working memory of the rules engine (lines 3-4), and remove
the specified VA from the repository (line 8), when certain conditions hold. In Figure 7.5 the
removal action is executed when two conditions hold: First, the local storage cost of the VA at
the specified resource exceeds a certain threshold. The threshold is calculated as the average
local storage costs at all repositories for the same VA plus a multiple of its standard deviation.
Second, the deployment frequency of the VA at this repository falls below a certain threshold,
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1 rule “Remove VA from native repository due to high local costs”
2 WHEN
3 r : NativeRepository()
4 V Ax : VirtualAppliance()
5 locstcost(r, V Ax) > mean(locstcost(., V Ax)) + δ · std(locstcost(., V Ax))
6 deployfreq(r, V Ax) < mean(deployfreq(., V Ax))
7 THEN
8 remove(V Ax, r) //removes V Ax from native repository r

Figure 7.5: Rule for removing VA from native repository of a specific Cloud due to high local
costs

1 rule “Remove VA from native repository due to high global costs”
2 WHEN
3 r : NativeRepository()
4 V Ax : VirtualAppliance()
5 stcost(V Ax) > mean(stcost(.)) + δ · std(stcost(.))
6 rmin : arg min deployfreq(., V Ax)
7 THEN
8 remove(V Ax, rmin) //removes V Ax from native repository rmin

Figure 7.6: Rule for removing VA from native repository of a specific Cloud due to high global
costs

which is the mean deployment frequency of the VA at all repositories. In short, the VA is
instantiated less often than other VAs, but its cost is higher than for other VAs, so the VA should
be removed. Figure 7.6 takes a global perspective and checks whether the overall storage cost
for the VA exceeds a certain threshold (defined similarly as with Figure 7.5, line 5). Then, the
VA is removed from the repository that has the lowest deployment frequency (line 6).

The remaining rules can be specified according to the actions and measurements as explained
before. However, their specific parameters may have heavy impact on the overall performance
of the system. These parameters are to be learned by the KM system. In our future work, we
plan to evaluate the system performance with the extension of the simulation engine presented
in [150].
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CHAPTER 8
State of the Art

This chapter follows in principal the organization of this thesis. In Section 8.1 we describe work
related to adaptive SLA mapping from Chapter 3. Sections 8.2, 8.3, and 8.4 describe related
work on resource-efficiency, knowledge management and self-adaptive algorithms, respectively
(cf. Chapter 4). Section 8.5 covers related work on energy efficiency from Chapter 5, and Section
8.6 focuses on Cloud federations from Chapter 7. Finally, Section 8.7 concludes with other
holistic Cloud management projects.

8.1 SLA Generation and Adaptive SLA Mapping

For putting our work on adaptive SLA mapping in context of the state of the art, we describe
Cloud resource management, Cloud marketplaces, and the existing work on SLA matching.

Cloud Resource Management

There is a large body of work about managing resource provisions, negotiations, and federation
of Cloud and Grid resources. An example is [67]. They designed an agent technology to address
the federation problems in Grids, i.e., resource selection and policy reconciliation. [186] pro-
pose a new abstraction layer for managing the life cycle of services. It allows automatic service
deployment and escalation depending on the service status. This abstraction layer can be posi-
tioned on top of different Cloud provider infrastructures, hence mitigating the potential lock-in
problem and allowing the transparent federation of Clouds for the execution of services. [87] in-
vestigate three novel heuristics for scheduling parallel applications on utility Grids, optimizing
the trade-off between time and cost constraints.

However, most of the related work on resource management considers resource provision
from the provider’s point of view and does not consider Cloud computing infrastructures in the
context of a marketplace.
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Cloud Market

Currently, a large number of commercial Cloud providers have entered the utility computing
market, offering a number of different types of services. These services can be grouped into
three types: computing infrastructure services, which are pure computing resources on a pay-
per-use basis [183, 12, 5]; software services, which are computing resources in combination
with a software solution [7, 10]; and platform services, which allow customers to create their
own services in combination with the help of supporting services of the platform provider. The
first type of services, which is also called Infrastructure-as-a-Service (IaaS) consists of a virtual
machine, as in the case of Amazon’s EC2 service, or in the form of a computing cluster, as
done by Tsunamic Technologies. The number of different types of virtual machines offered by
a provider is low. For example, Amazon and EMC introduced only three derivations of their
basic resource type [3]. Examples for the second type of services, which are called Software-
as-a-Service (SaaS) are services offered by Google (Google Apps [7]) and Salesforce.com [10].
These companies provide access to software on pay-per-use basis. These SaaS solutions can
hardly be integrated with other solutions, because of their complexity. Examples for the third
kind of Cloud services, which are called Platform-as-a-Service (PaaS), are Sun N1 Grid [11],
force.com [10], and Microsoft Azure [9]. In this category, the focus lies on provisioning essen-
tial basic services that are needed by a large number of applications. These basic services can
be ordered on a pay-per-use basis. Although the goal of the PaaS service offerings is a seamless
integration with the users’ applications, standardization of interfaces is largely absent. Further-
more, big Cloud providers as the mentioned Azure or EC2 do not even provide their SLAs in a
standardized format, e.g., XML. If they want to participate in markets with higher liquidity, as
leveraged by our approach, they have to comply to the market rules and formalize their SLA tem-
plates in a machine-readable way. Nevertheless, the implementation of system resource markets
has been discussed in several projects [57, 165, 167]. [203] give an overview over information
systems for traded resources in Grid markets and [93] deal with economic models of Grid com-
puting markets. All in all, however, mentioned works either do not define the tradable goods,
work with very simplified definitions, or do not take market liquidity into account.

Service Level Agreement Matching

The main SLA matching mechanisms are based on OWL, DAML-S, or similar semantic tech-
nologies. [168] describe a framework for semantic matching of SLAs based on WSDL-S and
OWL. [91] describes another onotology-based approach based on OWL and SWRL. [75] present
a unified QoS ontology applicable to specific scenarios such as QoS-based Web services selec-
tion, QoS monitoring, and QoS adaptation. [34] present an autonomic Grid architecture with
mechanisms for dynamically reconfiguring service center infrastructures. It is exploited to ful-
fill varying QoS requirements. Besides those ontology-based mechanisms, [118] discuss au-
tonomous QoS management, using a proxy-like approach for defining QoS parameters that a
service has to maintain during its interaction with a specific customer. The implementation is
based on WS-Agreement, using predefined SLA templates. However, these templates cannot
consider changes in user needs, which is essential for creating successful markets, as shown in
our earlier work [184]. Additionally, several works on SLA management have been presented
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in [58]. Besides, regardless of the type of the used approach, these approaches do not evaluate
and explain the benefit and costs through the introduction of SLA matching mechanisms.

In [209] Yarmolenko et al. make a case for increasing the expressiveness of SLAs. Doing
this, they can possibly also increase market liquidity, when it comes to matching asks and bids,
where a same understanding of the parameters has already been established. Our approach could
be seen as complimentary in the sense that it makes sure that their pre-condition holds.

8.2 Resource-Efficient SLA Enactment

Apart from adaptive SLA mappings and SLA generation, we have determined six different ways
to compare our work with other achievements in this area. Whereas this section compares our
work with other works dealing with SLA enactment and resource efficiency, Section 8.3 consid-
ers the area of knowledge management, Section 8.4 highlights self-adaptive approaches, Section
8.5 focuses on energy efficiency, Section 8.6 on Cloud federations, and Section 8.7 more gener-
ally relates the FoSII project to other projects in this field.

As to resource-efficient SLA enactment, most works aim at optimizing resource usage while
keeping QoS goals. However, we can identify six categories that present shortcomings of related
work in this area. In the following list we give examples of work falling into these categories. A
more detailed description of related work can be found thereafter.

(i) Work with no proactive SLA enactment [206]

(ii) Work related to Grid computing or SOA in general [170, 188, 208]

(iii) Work just tied to specific SLA parameters or use cases [115, 175, 46, 113, 179, 66]

(iv) Work without holistic view [213, 210, 160, 157]

(v) Work neglecting the overhead of reallocation actions [179]

(vi) Work without VM reconfiguration only considering static workloads [200, 47]

Several papers concentrate on specific subsystems of large-scale distributed systems, as
[115] on the performance of memory systems, or only deal with one or two specific SLA parame-
ters. Petrucci [175] or Bichler [46] investigate one general resource constraint and Khanna [113]
only focuses on response time and throughput. [66] describe in detail the process of how to
fulfill an SLA, which is limited to only one SLO and the analysis of this resource provision-
ing is closely tied to a special resource, i.e., CPU utilization. A lot of work under this as-
pect [170,188,208] has been carried out on Grids, which, however, have a different architecture
than Clouds. Related work in Grid computing uses job finishing and start times for scheduling.
This is not applicable in Cloud Computing, since Cloud applications do not necessarily have
start or finishing times, but run for an unspecified amount of time as web or database servers.

A quite similar approach to our concept is provided by the Sandpiper framework [206],
which offers black-box and gray-box resource management for VMs. Contrary to our approach,
though, it plans reactions just after violations have occurred. Also the VCONF model by Rao et
al. [179] has similar goals as presented in Section 1.1, but depends on specific parameters, can
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only execute one action per iteration and neglects the energy consumption of executed actions.
Hoyer et al. [99] also undertake a speculative approach as in our work by overbooking PM
resources. They assign VMs to PMs that would exceed their maximum resource capacities,
because VMs hardly ever use all their assigned resources. Computing this allocation they also
take into consideration workload correlation of different VMs. Zhang et al. [213] optimize
revenue for a single Cloud provider by adapting the number of specific VM types that should
be available for auctioning as practiced on Amazon EC2 [3]. They also experiment with the
price for VM types and use model predictive control to find solutions [84]. However, none of
the presented papers use a KB for recording past actions and learning. Those, which do, are
presented in Section 8.3.

Other papers neglect VM reconfiguration or the dynamic nature of Cloud workloads. [210,
160] solely focus on VM migration and [157] on turning on and off physical machines, whereas
we also focus on VM re-configuration. Borgetto et al. [47] tackle the trade-off between consol-
idating VMs on PMs and turning off PMs on the one hand, and attaining SLOs for CPU and
memory on the other. However, the authors assume a static setting and do not consider dynami-
cally changing workloads. So, e.g., they do not take the number of migrations into account. Still-
well et al. [195] in a similar setting define the resource allocation problem for static workloads,
present the optimal solution for small instances and evaluate heuristics by simulations. Nathani
et al. [164], e.g., also deal with VM placement on PMs using scheduling techniques. [101] react
to changing workload demands by starting new VM instances; taking into account VM startup
time, they use prediction models to have VMs available already before the peak occurs. Rego
et al. [180] allocate VMs to PMs based on the CPU capacity. They take into account a vari-
ety of CPU types in a heterogeneous Cloud setting, and achieve the allocation by introducing a
novel representation of the processing capacity. Sugiki et al. [196] follow a resource allocation
approach for virtualization based on common resource allocation techniques used for operating
systems. Watson et al. [205] relate CPU allocation for a VM to the response time of an appli-
cation and create a probabilistic model to predict response time. Kephart et al. [109] argue for
avoiding a system based on action or goal policies, and opt for a utility-driven approach, where
they give a detailed view on how to derive utility functions. However, it would be interesting to
develop an automatic mapping of general SLAs to these utility functions, because as in [66], the
authors only deal with one SLA parameter, response time, and relate it to the number of servers
they use for satisfying a certain consumer load. Thus, the only actions to execute are shut down
server and start server. Muthusamy et al.’s vision [163] is quite similar to our goals, but set in
the more general field of Service Oriented Architectures (SOA). They present a methodology to
optimize workflow execution by reducing communication effort in terms of exchanged messages
between different servers. Their optimization routines are based on the declarative specification
of parameters in SLAs, and they also aim at attaining the SLAs by efficiently utilizing resources.

Complementary work to ours has been carried out by Verma et al. [201], who study the
impact VM reconfiguration and VM live migration have on application performance. They focus
on VM migration, where they predict its duration. A state of the art survey has been conducted by
[199], who compare application scalability that has been achieved by different approaches. As an
application may work with several VMs as a database server for instance, application scalability
also involves the relationship between several VMs. [186] propose a single controller for the
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whole application that exploits user defined rules to add or remove certain VMs to achieve so
called elasticity. An elasticity controller has sensors that gather information of the infrastructure
and application performance, and actuators that use the API of an IaaS provider to change VM
configuration. Baladine et al. [38] deal with network scalability based on applications, and Lim
et al. [137] on elastic storage.

Resource allocation has also been observed in different Cloud settings. Distefano et al. [74]
bring together volunteer and Cloud computing and deal with the resource management thereof.
[144] built a resource manager based on the Nimbus toolkit [21]. This resource manager extends
a cluster by using public Cloud resources when necessary. Also [72] evaluated the costs and
benefits of such an approach. [145] also builds on Nimbus, and tries to increase utilization of
an IaaS Cloud in certain cases. The authors exploit the fact that private Cloud providers have to
keep the utilization of their infrastructure low such that they can provide computing power on-
demand and do not have to reject spontaneously incoming requests due to the lack of available
resources at a given moment. They propose to use the therefore unutilized resources by scientific
applications such as SETI@Home [31] or Folding@Home [128] that do not rely on on-demand
access, but are designed to opportunistically exploit available resources, whose usage can be
terminated at any time. [77] also target the underutilization of Clouds and focus on the response
time and latency of a service using load balancing in EC2 [3]. Sridharan et al. [194] focus on
virtual desktop clouds [116], but also use an allocation strategy that is based on cost-awareness
and utility. Pan et al. [172] present a toolkit, which allows users to build their own private Cloud
out of a cluster of PMs. Via a web interface, the user submits jobs, and the middleware allocates
VMs to execute the jobs. Our design of a Cloud can also handle applications that have no specific
end time, but run continuously on a Cloud infrastructure.

Summarizing we can say that there has been a great deal of work on the different escalation
levels, whereas VM configuration has not been observed yet, nor its combination with other
escalation levels.

8.3 Knowledge Management and Autonomic Computing in Clouds
and Related Fields

We devise this section into four areas: First, we present state-of-the-art KM techniques used in
Cloud computing, SLA management, and related fields. Second, we take a broader perspective
and have a look on KM techniques in general. Third, we point out advances in autonomic
computing in Clouds and related fields; and fourth, we discuss other simulation engines that
evaluate KM and autonomic computing techniques.

First, there has been work on KM of SLAs, especially rule-based systems. Paschke [174] et
al. look into a rule-based approach in combination with the logical formalism ContractLog [173].
This approach specifies rules to trigger after a violation has occurred, but it does not deal with
avoidance of SLA violations. A similar methodology has been taken by Kyas et al. [125], who
monitor SLAs and enforce penalties in case of violations. The SLAs have to be written in a
specific action-based formal language called CL, which allows to write conditional obligations,
permissions and prohibitions over actions. Hasselmeyer et al. [95] introduce a Conversion Fac-
tory, which on a design level combines the SLA, the system status, and the Business Level
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Objectives to create Operational Level Agreements (OLAs), which govern system configura-
tion. Whereas the idea seems promising, there are no details on how to achieve these mappings
to OLAs. Others inspected the use of ontologies as KBs only at a conceptual level. [123, 122]
viewed the system in four layers (i.e., business, system, network and device) and broke down the
SLA into relevant information for each layer, which had the responsibility of allocating required
resources. Again, no details on how to achieve this have been given.

More similar to our approach presented in Section 4.4 Bahati et al. [36] also use policies,
i.e., rules, to achieve autonomic management. They provide a system architecture including
a KB and a learning component, and divide all possible states of the system into so called
regions, which they assign a certain benefit for being in this region. A bad region would be,
e.g., response time > 500 (too slow), a fair region would be response time < 100 (too fast,
consuming unnecessary resources), and a good region would be 100 ≤ response time ≤ 500.
With reward signals from the given metrics, the system learns whether different actions for one
state were good or not. Yet, the actions are not structured, but are mixed together into a single
rule, which makes the rules very hard to manage and to determine a salience concept behind
them. Nevertheless, we share the idea of defining “over-utilized”, “neutral” and “under-utilized”
regions. As in some previously mentioned papers, that work deals with only one SLA parameter
and a quite limited set of actions, and with violations and not with the avoidance thereof. Our
KM system allows to choose any arbitrary number of resource parameters that can be adjusted on
a VM. Moreover, our approach is more wholesome than related work and integrates the different
action levels that work has been carried out on.

In several papers Yousif et al. [114, 207] present autonomic resource management as far as
power consumption is concerned by using fuzzy logic containing IF-THEN rules, for instance.
In [68] Choi et al. use a learning module also based on CBR, but for VM migration decisions.
These decisions are based on CPU utilization and the standard deviation thereof after and before
the migration takes place. Cases are assumed to be the same when the current standard deviation
and the CPU utilization of the PM are the same. A migration is supposed to be useful if the
standard deviation of the CPU utilization after migration of the previous case is less than the
current CPU utilization. The authors store the mentioned data into data vectors that form a
so-called history matrix. Additionally to the CBR approach, there is also the approach of Case-
based planning (CBP) [69], which transforms an initial state into a goal state by applying actions.
CBP is very similar to Situation Calculus in its initial description – and due to the same reasons
as described in Section 4.1 we decided not to apply CBP for Cloud computing –, but it searches
for the actions to be applied in a different way. CBP uses past experience to see if a specific
action was helpful to advance the state towards the goal state or not. Berral et al. [44] use
machine learning techniques to schedule jobs on clusters in an energy-efficient way. With a
training data set they create a model which they use to predict the future performance of the jobs
and the energy consumption in the resulting allocations.

Second, [40,71] give a good overview of many different (semantic) knowledge management
methods and their applications. Presented methods include rules, default logic, case based rea-
soning, situation calculus, truth maintenance systems, logic programming, answer set planing
(e.g., SMODELS [166], DLV [134]), and agent-based systems. Those considered for usage
in the area of governing Cloud computing infrastructures have been presented in Section 4.1.
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Eichner et al. [78] describe a KM approach in the broader field of software development in the
framework of the BREIN project [86], which aims at developing an intelligent grid infrastruc-
ture. Saripalli et al. [189] follow the path of predicting loads for SaaS platforms by cubic spline
interpolation. Bhoj et al. [45] present early work on the monitoring and management of SLAs
(not enactment, though) in distributed systems. They present tools and languages for formaliz-
ing SLAs. As SLA parameters they consider typical parameters like availability, response time,
throughput or utilization. Their work can be seen as preceding service-oriented architectures.
Dan et al. [70] use the WSLA standard [108] to describe a high level view and an architecture
for SaaS.

Third, Lee et al. [131] present workflow adaptation as an autonomic computing problem.
They separate the four phases of the MAPE cycle neatly and devise concrete actions for the
monitoring, analysis, and planning phases. For monitoring they use the progress of a service,
its data consumption rate, or the load on an execution node as performance indicators. These
indicators are then used in the analysis phase to determine potential problems as load imbalances,
or bottlenecks, as well as opportunities as free capacities, or underutilized execution nodes. In
the planning phase, actions are planned to be executed that mitigate the found problems or
opportunities in the previous phase. These actions include making a workflow complete more
quickly by increasing service parallelism or by rescheduling a service to a different execution
node, or to resort to faster data sources. However, problems in the analysis phase can trigger
not only one, but several different actions in the planning phase, and it is not clarified in what
manner to make the necessary decision-making for which action should be triggered. Similar to
this, [130] include a utility measurement into the autonomic cycle of the workflow adaptation to
trigger concrete actions. The utility is based on response time, or profit, where also execution
costs are taken into account. In the planning phase, the action is triggered that maximizes the
utility function. These calculations are based on a model that can estimate the response and
queue times that the examined actions would cause. More generally, [110] give an overview
of policies for autonomic computing. These policies are based on actions, goals, and utility
functions.

Fourth, CloudSim [63] is another toolkit for modeling a Cloud infrastructure to evaluate re-
source management strategies. The main difference to our simulation engine is that CloudSim
uses the concept of a Cloudlet, which is based on the former Gridlet used in GridSim [60]. A
Cloudlet assumes a certain start and finishing time of a job, which is very typical in a Grid envi-
ronment. However, applications in Cloud computing do not necessarily have a limited execution
time, but run steadily as web or database servers. This is reflected by our simulation engine.

8.4 Self-Adaptive Algorithms for Cloud Computing
Infrastructures

In this section we present state of the art particularly relevant to our work in Section 4.5.
Dutreilh et al. [76] investigate horizontal scaling, e.g., adding or removing VMs running an

application server by using a load balancer, using a threshold-based and a reinforcement learning
technique. However, the authors do not consider adapting the thresholds themselves via learn-
ing. Moreover, the authors determine problems with static thresholds as well as with determining
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good tuning for the reinforcement algorithms. The authors also state the importance of under-
standing the workload variation, but do not present a method how to deal with it. Kalyvianaki
et al. [104] use Kalman filters for CPU resource provisioning for virtualized servers. They
self-adapt their approach using variances and covariances. Bu et al. [56] use a reinforcement
learning approach combined with the simplex algorithm to auto-configure virtual machines and
applications in a coordinated way. Padala et al. [171] develop self-tuning controllers for multi-
tier applications using control theory. Song et al. [193] use self-adaptation in the field of Cloud
federations. Their algorithm selects tasks and allocates them by finding a trade-off between SLA
adherence and resource utilization. This trade-off is represented by a parameter, which is opti-
mized using a similar principle as the bisection method. For the optimization, the benefit of a
specific threshold is estimated by simulation. This estimation is executed several times until an
adequate value is found.

[178] apply genetic algorithms for decision making and self-reconfiguration, but on the
network topology of remote data mirrors. Heinis et al. [97] experiment with self-configuring
thresholds, but tied to a workflow execution engine. Ghanbari et al. [89] also dynamically clas-
sify workload, but they use clustering techniques based on parameters such as response time or
throughput. Their model is intended rather for web servers than for general applications. Almost
the same authors in [88] investigate and compare control-theoretic and rule-based approaches to
achieve elasticity. For them elasticity means to add or remove resources such as application
server instances on the PaaS layer.

Summarizing, there are quite few works on self-adaptive algorithms for managing Cloud
computing infrastructures, and none of them self-adapts an approach for VM reconfiguration,
nor deals with the volatility of Cloud workloads.

8.5 Energy-Efficient Cloud Computing Infrastructures

In this section we describe work explicitly dealing with energy efficiency in Cloud computing
and compare it with our work in Chapter 5. There has been considerable work on energy effi-
ciency in ICT systems. Their common goal is to attain certain performance criteria for reducing
energy consumption. Many of these works, though, focus on different escalation levels (cf.
Section 2.3) alone, and do not combine them as in our approach.

E.g., [210, 160, 140] only focus on VM migration and [157] on turning on and off physical
machines. Our approach achieves a more holistic approach taking all these mentioned level
plus VM reconfiguration into account. Meng et al. [160] try to increase efficient resource usage
by provisioning multiple specific VMs together on a physical machine. [138, 98] reduce power
consumption by PM consolidation using several heuristics. Shi et al. [191] aim at attaining
SLAs with a given energy budget. They maximize profit by efficient virtual machine placement.
Wang et al. [204] inspect other aspects virtualization has on workloads performance besides VM
migration, namely the number of virtual CPUs per VM and their memory share of the PM. Goiri
et al. [90] present energy-aware scheduling of VMs on PMs. However, for migration they assume
just some arbitrary value, and they only consider jobs with a deadline instead of permanently
running applications. Voorsluys et al. [202] tackle the cost of live migration of virtual machines
regarding the response time of the services inside the VMs in order to match the response time
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with the SLA requirements of the services. Liu et al. [139] also have studied live migration of
virtual machines in order to model the performance and energy consumption of the migration.
They show that migration is an I/O intensive application, and that it consumes energy on both
ends. The architectural framework proposed in [41] to achieve green clouds also achieves VM
reconfiguration, allocation and reallocation. They use a CPU power model to monitor the energy
consumption of the cloud. The algorithm they propose to achieve dynamic consolidation of the
VMs significantly reduces the global power consumption of their infrastructure. Their work,
however, differs from our approach in several points, the main points being the use of a different
VM migration model, the use of a reactive VM reconfiguration instead of reactive and proactive
one, and not taking into account time taken to power on and off hosts. Our research provides
a more wholesome approach than related work and integrates most of the different possible
escalation levels seen in the literature.

Some authors as Kalyvianaki [104] focus on optimizing a specific resource type such as
CPU usage, or only deal with homogeneous resources [115]. While most authors assume a
theoretical energy model behind their approaches, Yu [212] targets the more basic question of
how to effectively measure energy consumption in Cloud computing environments in a scalable
way. Additionally, Klingert et al. [117] take energy efficiency into account already when defining
SLAs. E.g., they specify that a job must not run during nighttime, since it could not be powered
by solar energy then.

Some works consider energy savings for very specific settings as [120] for parallel applica-
tions, [119] for multicore architectures, or [121] shared memory architectures. On the contrary,
in [141] the authors take a more holistic approach by also considering energy savings stemming
from more efficient cooling systems.

As to our formulation of the IaaS management problem as a binary integer programming
problem in Section 5.2, there are some works which also formulate similar problems as integer
programming problems. [177] uses it to formalize an allocation problem of scheduling periodic
tasks to a fixed number of processors. [136] uses it for VM migration (without PM power man-
agement) in Cloud environments. [64] uses stochastic integer programming for VM placement
for a fixed number of resources. To the best of our knowledge there is no formulation of the IaaS
management problem accounting for arbitrary resource types, VM migrations and their costs, as
well as PM power management and its cost in a heterogeneous computing environment into a
binary integer programming problem.

8.6 Cloud Federations

In this section we describe work related to our work presented in Chapter 7.
Bernstein et al. [43] define two use case scenarios that exemplify the problems faced by users

of multi-cloud systems. They define the case of VM mobility, where they identify networking,
specific cloud VM management interfaces and the lack of mobility interfaces as the three major
obstacles. They also discuss a storage interoperability and federation scenario, in which storage
provider replication policies are subject to change when a cloud provider initiates subcontract-
ing. However, they offer interoperability solutions only for low-level functionality of clouds that
are not focused on recent user demands, but on solutions for IaaS system operators.
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Buyya et al. in [61] suggest a services provisioning environment called InterCloud, which
is Cloud federation oriented, just-in-time, opportunistic, and scalable. They envision utility-
oriented federated IaaS systems that are able to predict application service behavior for intel-
ligently down- and up-scaling infrastructures. They also present a market-oriented approach
to offer InterClouds including cloud exchanges and brokers that bring together producers and
consumers. Producers are offering domain specific enterprise Clouds that are connected and
managed within the federation with their Cloud Coordinator component. Finally, they have
implemented a CloudSim-based simulation that evaluates the performance of the federations
created using InterCloud technologies. Unfortunately, users face most federation-related issues
before the execution of their services, therefore the concept of InterClouds cannot be applied in
user scenarios our work is targeting.

Frincu et al. [85] study placing applications on nodes in a multi-cloud setting. They take all
nodes of federated Clouds into account for scheduling decisions, and they may place different
parts of the same application on different Clouds. In their approach the authors violate the
integrity of one Cloud, since their scheduler does not only decide to put an application into a
specific Cloud, but it also selects a VM for it to run on. Thus, this scenario is rather applicable
for only one Cloud or Clouds having the same owners or profit maximizing strategy.

Besides, none of the presented approaches in Section 8.3 investigated knowledge manage-
ment or the MAPE-K autonomic loop in Cloud federations.

8.7 Holistic Cloud Management Projects

Finally, we will relate the FoSII project to other Cloud management projects. As compared to,
e.g., SLA@SOI [26], the FoSII project in general is more specific on Cloud Computing aspects
like deployment, monitoring of resources and their translation into high level SLAs instead of
just working on high-level SLAs in general service-oriented architectures.

We will describe other related Cloud management projects in the following. The Reservoir
model [185] is a framework for Cloud computing with the conceptual addition of SLA manage-
ment. It states the need of dynamically adjusting resources (in addition to federating resources
from peer providers) in order to meet SLAs, but does not specify a way to do that. The ConPaaS
project [176] aims at providing scalable open-source software for providing PaaS. The project
provides a testbed to create VMs, on which web servers run that host Java servlets [162] or PHP
documents [22], or databases like Scalarix [25] or MapReduce [73]. The focus of the BREIN
project [86] has been laid on grids, and the GridEcon project [30] focuses on providing a mar-
ketplace for grid or cloud resources. The Consequence project [169] focuses on confidentiality
and privacy aspects of data exchange in distributed systems. They use decision-making by risk
assessment [124]. The SORMA project [167] developed a self-organizing resource management
system for efficient market allocation. StreamCloud [92] present a Cloud computing platform
which is specialized on processing large data streams in a scalable and resource-efficient way.
They use horizontal scaling and a parallelization technique that splits queries into subqueries
that can be allocated to different computing nodes.

Furthermore, there are other works that take a more general and holistic view on Cloud
computing. Sedaghat et al. [190] aim at unifying Cloud management. They present an archi-
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tecture involving important management components that could be developed independently of
each other. These components include an admission controller, a VM placement engine, a data
placement engine, an elasticity engine, a fault tolerance controller, and an SLA management
engine. With this architecture the authors want to achieve a business level objective, which is
expressed as a utility function to maximize profit. Rimal et al. [181] present an early overview
on different Cloud deployment platforms and the utilized technologies. They evaluate the com-
puting architecture, load balancing and fault tolerance strategies, storage and security systems
of platforms like Flexiscale [16], Mosso, which has been rebranded to Rackspace Cloud [23],
Google App Engine [7], RightScale [24], or Azure [9]. Youseff et al. [211] work towards an
ontology of Cloud computing. They present five layers of Cloud, namely hardware, the software
kernel, the cloud software infrastructure, the cloud software environment and cloud applications,
and discuss their relations to each other. Lenk et al. [133] use a similar ontology and present a
corresponding stack architecture.

On the contrary, the FoSII project, and more specifically the work in this thesis are concerned
about governing Cloud computing infrastructures in terms of VM configuration, VM migration,
PM power management, and Cloud federations under the aspects of adaptive SLA generation
and autonomic SLA enactment, as well as resource and energy efficiency.
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CHAPTER 9
Conclusion

In this thesis we have devised strategies for two important problem fields of Cloud comput-
ing related to Service Level Agreements (SLAs): SLA management and energy-efficient and
resource-efficient SLA enactment. In the following, we will summarize the achievements, limi-
tations, and future work of both areas separately.

We will start with SLA management. We have investigated cost, utility, and net utility of
the adaptive SLA mapping approach, in which market participants may define SLA mappings
for translating their private SLA templates to public SLA templates. Contrary to all other avail-
able SLA matching approaches, the adaptive SLA mapping approach facilitates the continuous
adaptation of public SLA templates based on market trends. However, the adaptation of SLA
mappings comes with a cost for users in the form of effort for generating new SLA mappings
to the adapted public SLA template. To calculate the cost and benefits of the SLA mapping ap-
proach, we utilized the SLA management framework VieSLAF and simulated different market
situations. Our findings show that the cost for SLA mappings can be reduced by introducing
heuristics into the adaptation methods for generating adapted public SLA templates. The meth-
ods show cost reduction and an increase in average overall net utility. The best-performing
adaptation method is the maximum-percentage-change method.

In recent work, Breskovic et al. [54, 55] have already carried out work that is based on this
one. They inspected whether intelligently determining different groups of users coming from
different domains can increase the overall net utility. Furthermore, they did not only take the
SLA parameter names into account, but also the different metrics they are measured with (e.g.,
storage measured in MB or GB, or response time measured completely differently for different
types of applications (also cf. [147])) and the values or intervals of the desired Service Level
Objectives.

For future work, we want to investigate other metrics (besides the quantity based mapping
count) for the adaptation methods. This could be the measured market liquidity after a new SLA
template gets introduced into the market. Additionally, it would be interesting to identify the
optimal number of different SLA templates to maximize overall net utility.

A limitation of this work is that it only considers SLA parameters, and not its values as
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achieved in later work [55]. Furthermore, the simulation is based on a random group of users
drawn from a specific distribution for every iteration. It would have been interesting to effectuate
real-world case studies that test how many users would give up their proprietary SLA templates
to follow pre-selected ones. This could then affect the outcome of the various adaptation tech-
niques. Finally, the assumption of low market liquidity due to a plethora of different definitions
and namings of SLA parameters could be challenged, once a standardization of these parameters
has taken place.

As to SLA enactment, the first goal is to enact SLAs in a resource-efficient way. Auto-
nomically governing Cloud Computing infrastructures is the investigated method, whose goal
is to reduce SLA violations, increase resource utilization and achieve both by a low number of
reconfiguration actions.

In this thesis we have hierarchically structured all possible reallocation actions, and con-
ducted a study over several knowledge management techniques. We have then designed, imple-
mented, and evaluated the two most promising knowledge management techniques, Case Based
Reasoning and a rule-based approach to achieve the aforementioned goals for one reallocation
level, i.e., VM reconfiguration. After a comparison, we determined the rule-based approach to
outperform CBR with respect to violations and utilization, but also to time performance. Conse-
quently, we continued investigation of the rule-based approach with different synthetic workload
volatility classes. Furthermore, we applied the rule-based approach to a real-world use case eval-
uating a scientific workflow from the area of bioinformatics. We showed by simulation that the
rule-based approach can effectively guarantee the execution of a workload with unpredictably
large resource consumptions.

However, the presented methods still involve some user-interaction for parameter tuning.
Thus, we have devised several methodologies for autonomically adapting parameters of a Cloud
resource management framework on the level of VM reconfiguration. We presented two groups
of strategies: the first one is based on a cost function that reflects the goal of the approach.
The second strategy is based on classifying the workload into workload volatility classes. This
second strategy acts according to this classification by either applying the substrategy of pre-
configured parameters or the substrategy of applying the most appropriate strategy from the
first group. In most cases we have seen that strategies from the second group achieve better
results for both substrategies, and outperform the strategies not taking workload volatility into
account. Thus, we can deduce that workload volatility is an important aspect for governing
Cloud computing infrastructures. Corresponding research is still at its beginning.

For future work we want to prove the benefit regarding the energy consumption for the
self-adapting approach. We will be able to not only capture the improvement in costs of the
self-adaption, but also the reduction in energy consumption as compared to a non-self-adapting
approach. Furthermore, we plan to investigate if we can generalize the findings for autonom-
ically adapting approaches for other levels of governing Cloud computing infrastructures, e.g.,
VM migration or PM power management.

Furthermore, we have analyzed a possible extension of our approach to the last escalation
level, i.e., Cloud federations. Using the presented FCM architecture as the basis of our fur-
ther investigations, we analyzed different approaches to integrate the knowledge management
system within this architecture, and found a hybrid approach that incorporates fine-grained lo-

120



cal adaptation operations with options for high-level override. Then this research pinpointed
the adaptation actions and their possible effects on cloud federations. Finally, we established
metrics that could indicate possible SLA violations in federations, and defined rules that could
trigger adaptation actions in the case of predicted violations. Regarding future work, we plan
to investigate more the green aspects in the autonomous behavior of cloud federations. We also
aim at defining new rules for advanced action triggering and evaluating the applicability of case
based reasoning. Finally, we also plan to investigate the effects of the autonomous behavior on
the overall performance of the cloud federation on an experimental system.

Going now ultimately from resource efficiency to energy efficiency, we have presented a
management framework for governing Cloud Computing infrastructures to achieve two goals:
reduce energy consumption while keeping pre-defined Service Level Agreements. We have a
devised a multi-level action approach that breaks down the NP-hard resource allocation prob-
lem for Clouds. We have specialized on several views of the Cloud computing infrastructure,
i.e., VM reconfiguration, VM migration, and PM power management, in order to reduce the
problem’s complexity. In each of these views we have defined a subproblem and solved it us-
ing a wide variety of heuristics ranging from rules over random methods, i.e., Monte Carlo,
to vector packing algorithms. We have evaluated the sequential execution of these views. We
showed for the first time that the VM reconfiguration algorithm alone, which already succeeded
to minimize SLA violations and decrease resource wastage, also effectively saves up to 61.6%
of energy. Considering scalable algorithms, these energy savings can still be increased by up
to 37% in the best case and 11% in the worst case while keeping SLA violations at 0% for the
workload of a bioinformatics scientific workflow, below 4% for synthetic workloads with low
volatility for all VM migration algorithms, and below 8% for synthetic workloads with higher
volatility for the smarter VM migration algorithms.

For future work we plan to focus more on a possible heterogeneity of the systems, re-fining
the migration model, and integrating the framework into a real-world Cloud computing environ-
ment. Also other ongoing projects as HALEY that work on realizing a holistic energy-efficient
approach for the management of hybrid clouds [20] will be of interest for this work. Possibly in
the framework of the that project, a next step would be to move from simulation to a real Cloud
testbed, where real energy measurements could be made. Also the timeliness of the iteration-
based simulation would have to be investigated more deeply. Basing this work on simulation
only is probably the greatest limitation of this work. However, the implementation of the SLA
enactor on a real-world system requires a lot of computing nodes that are under full control of the
researchers. Nevertheless, a smaller prototype Cloud that shows the principal validation would
already be beneficial. Furthermore, this thesis does not cover escalation level 2, i.e., applica-
tion migration as it assumes that an application resides on exactly one VM, and one VM hosts
exactly one application. This assumption could be challenged for efficiency reasons. Allowing
more applications to reside on the same VM would reduce the overhead caused by the VMs and
their operating systems. However, security issues still have to be addressed. An application is
better isolated, of course, when it resides on a VM alone.

Another related field for future work is the autonomic generation of an IaaS SLA out of SaaS
or PaaS SLAs. Theoretically, SaaS or PaaS applications can be perfectly set up on top of IaaS
platforms. The crucial point is to extract an SLA for the IaaS parameters like bandwidth, storage,
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CPU power and memory that fit to SaaS/PaaS parameters like response time. It is obvious that
response time directly relates to the mentioned IaaS parameters and user interaction. It is not
that obvious, however, how this translation should take place. E.g., does the SLO “response
time < 2 s” translate into “memory > 512 MB” and “CPU power > 8000 MIPS” or rather
“memory > 4096 MB” and “CPU power > 1000 MIPS”? Once the autonomic governance of
IaaS infrastructures is up and running, the autonomic translation of these SLAs will probably
leverage the usage and usability of IaaS even more.
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