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Abstract

The continuum increase of connected devices and the rise of new emergent applica-
tions with fast response times, higher privacy, and security, push the horizon to a new
industrial revolution. As a result, the impact of optimizing production and product trans-
actions manifests a fierce necessity of developing new concepts like the Industry 4.0. The
combination of traditional manufacturing and industrial practices with the increasingly
large-scale machine-to-machine and the Internet of Things deployments, helps manufac-
turers and consumers to better communication and monitoring, along with new levels
of analysis, providing a truly productive future. Edge computing represents an integral
part of Industry 4.0, having the purpose of enabling computational resources closer to
the edge of the network. In this chapter, we describe in detail this paradigm by looking
at its advantages and disadvantages as well as some representative use cases. Finally, we
present and discuss the research challenges found in edge computing, mostly focusing
on resource management.
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1 Introduction

The Internet of Things (IoT) devices have seen tremendous technological improvements in
their capabilities over the last couple of years. A trend that contributes to the appearance of
new use cases such as smart city, smart manufacturing, and smart home, with the power of
transforming our daily lives and work environment. However, with the increasing adoption
of connected devices, the amount of generated data grows making the current cloud-centric
solutions face challenges in meeting the stringent requirements of IoT applications; appli-
cations that require low latency as well as better privacy and security.

As a solution to these challenges, researchers proposed a new paradigm, i.e., edge com-
puting, to extend the cloud capabilities closer to the edge of the network. Edge computing
enables more computational resources (i.e., processing power, memory, and storage) in the
proximity of IoT devices, allowing to process data closer to its origin [27]. Benefits that
can transform and optimize the workflow of many different industries like Automotive,
Healthcare, and Manufacturing.

For example, by employing edge computing to improvemanufacturing efficiencies, smart
manufacturing aims to merge the digital (IT) and analog (OT) worlds (building connectiv-
ity and orchestration to enable flexibility in physical processes to address a dynamic and
global market). Additionally, it seeks to respond in a short time to meet changing demands
and conditions in the factory, in the supply network, and to fully integrate manufacturing
systems—a key focus of the Industrial 4.0. Clearly, a test of such responsiveness is the
capability of customized mass production. Moreover, the manufacturing sector is being fun-
damentally reshaped by the unstoppable progress of the 4th Industrial Revolution, powered
by the IoT and edge computing. Therefore, Industry 4.0 can be seen as the initiators of the
smart manufacturing era.

Industry 4.0, like so many new technologies, is not a hot topic as many belief; it is more
a rebirth of an older concept that is utilizing newly developed technology. Industry 4.0 is
essentially a revision to smartmanufacturing thatmakes use of the latest technological inven-
tions and innovations [13]. Industry 4.0 was coined by the German government initiative
and it aims to safeguard a sustainable competitive advantage for the manufacturing base,
focusing on connecting the IT and OT using edge devices. The technology identifies itself
as the industry that characterizes this century.

In this chapter, we focus on describing edge computing by examining its advantages and
disadvantages. Additionally, to further understand the benefits and the challenges of this
paradigm, we present an example use case scenario in which edge computing is adopted
to build a smart factory. Finally, we examine the research challenges associated with the
adoption of edge computing from the point of view of resource management, network
communication, and security and privacy issues.
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The remainder of the chapter is structured as follows: Sect. 2 defines the edge computing
paradigm by describing its architectural features. Next, Sect. 3 describes a smart factory
illustrative use case for edge computing, while in Sect. 4 we discuss the challenges that must
be overcome to fully integrate edge computing in our society. Finally, Sect. 5 presents our
final remarks on edge computing and its challenges.

2 Edge Computing

Edge computing facilitates the operation of computing, storage, and networking services
closer to the edge of the network [15] creating a bridge, by adding an additional layer of
nodes, between IoT devices (i.e., sensors and actuators) and cloud [26]. The edge layer
consists of distributed edge devices with different capabilities, e.g., cloudlets [25], portable
edge computers [23], and edge-cloud [11], enabling the deployment of applications in remote
locations. An edge device is characterized by (i) heterogeneity, (ii) mobility, and (iii) lim-
ited computational resources. Figure 1 presents an overview of an extended cloud-centric
architecture, with the addition of edge computing.

Multiple definitions of edge computing are found in the research literature, however, in
our opinion, the most relevant is presented in [27]. The authors define edge computing as
an enabler for technologies to process data near end-users, i.e., on downstream data for
cloud services and upstream data for IoT services. Considering the growing adoption of
IoT devices and the stringent requirements of emerging IoT applications, it is clear that
processing data closer to the end-users is important. Due to its nature, edge computing has
many characteristics [20] described below:

Cloud

Edge device Edge device Edge device

Cloud Layer

Edge Layer

IoT devices

Fig. 1 Edge computing: a bridge between Cloud and IoT devices
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1. Proximity Since computational resources are available in the proximity of end-users,
both cloud and IoT devices can benefit from allocating applications to the edge nodes.

2. Low latency The placement of computational resources near the end-user enables
deployed applications to provide responses in a short amount of time. A characteris-
tic that aids the cloud in meeting the stringent requirements of latency-sensitive IoT
applications.

3. Increase availability Maintaining the deployed application operational, even in the
absence of a stable connection to the cloud, represents another important characteristic
of edge computing. Since there is an extra layer, where deployed application may reside,
the applications can work properly independent of the connections to other upper layers
(i.e., cloud or any layer which contains more powerful devices).

4. Device mobility Edge computing supports device mobility, meaning that enables new
IoT devices to connect and use the nearby edge nodes. However, when the IoT devices
leave that location, the IoT device interrupts the connection with the old edge device
and a new connection forms with the new closest edge node. A behavior that introduces
uncertainty into the network; uncertainty that must be considered when deploying and
maintaining an application at the edge.

5. Device heterogeneity Edge computing consists of distributed edge nodes, communica-
tion technologies ensuring the connection between these devices, and different infras-
tructures. Heterogeneity comes from each edge element, e.g., there may be a variety of
differences between edge devices like software, hardware, and technology. Combining
all these differences results in the appearance of an interoperability problem. As a result,
device heterogeneity represents a challenge and must be considered when deploying an
application.

6. Context-Awareness Since devices may enter and leave the network at any time with-
out offering any information, context data enables the application coordinator to recover
from a bad state, introduced by devicemobility, by understanding the environment where
the application is deployed. Context data consists of knowledge of device location, envi-
ronmental characteristics (e.g., temperature sensor, video, and images, etc.), and network
information.

Edge computing capabilities shine when converging with IoT and cloud creating novel tech-
niques for IoT systems. Edge computing allows customers to develop and deploy new IoT
applications on edge devices, taking advantage of lower latency and increased privacy and
security, processing data at the edge without the need of transferring it to a remote location
like a cloud. As a result, we consider edge computing as an extension of cloud, helping cloud
tomeet the stringent requirements of IoT applications, e.g., smart connected vehicles or aug-
mented reality which requires low latency and fast response times, sensors networks that
requires location awareness, and smart grids which require large-scale distributed systems.

Many devices can fill the role of an edge device, ranging from resource-constrained
devices like smartphones or single-board computers to server-class data centers. Due to
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this diversity, in the research literature similar paradigms were proposed such as mobile
edge computing (MEC) [5] and fog computing [6], that have the same objective—to move
computational resources closer to the edge of the network [10]. MEC considers that an edge
device is a micro data server placed at a telecommunication relay station and aid resource-
constrained devices (i.e., a smartphone) to compute high computational microservices. In
contrast, fog computing consists of distributed highly virtualized fog nodes, i.e., cloudlets,
that shares the same characteristics as the cloud.Weobserve that in both cases, the underlying
principle is the same, i.e., to extend the cloud and allow the deployment of IoT applications
closer to the end-user.

In conclusion, edge computing fills the technological gap found in cloud-centric IoT
systems by collaborating with the cloud to create a more scalable and reliable system where
IoT applications may be deployed. From this collaboration, new possibilities to deploy the
application appears, letting the developer choose if an application should be placed in the
cloud or on the edge layer, depending on the application’s requirements. An action that can
be done manually by the developer or automatic using resource management techniques.

As we can observe, edge computing transformed the current cloud-centric architecture,
bringing many advantages to ensure the correct deployment of emergent applications. How-
ever, adopting this paradigm in any industry is not a trivial task. Edge computing bringsmany
challenges that makes the development, deployment, and management of IoT applications
more difficult—we transition from a target architecture where an application is deployed in
a central location, i.e., in the cloud, to a distributed system where a single edge device may
not be capable to host an entire application.

To take advantage of the distributed available resources found in an edge computing
architecture, we must change the application model and develop novel resource manage-
ment techniques. For the former, the application model must change from a monolithic to
a microservice-based architecture—the developer must divide the application’s function-
ality into multiple microservices [2]. Developing the new application model represents a
challenge in itself since the developer must correctly define different requirements for each
microservice as well as creating the application’s communication flow. For the latter, the
current resource management techniques used to deploy an application to the cloud cannot
ensure the correct deployment in an edge computing architecture. Deploying an application
in an edge computing architecture is not a trivial task since edge devices are heterogeneous,
mobile, spatially distributed, and prone to failure. As a result, we require novel resource
management techniques to find a deployment strategy for our application and manage the
deployed application at the edge of the network. The management of deployed applications,
at runtime, is a difficult challenge by itself—we require techniques to recover an application
from a faulty state when the target edge architecture has changed (i.e., edge nodes have
failed or left the network).
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3 Use Cases

Edge computing, in collaboration with cloud computing, can transform the current function-
alities of industries by enabling the deployment of emergent IoT applications. For example,
the current city infrastructure evolves into a smart city infrastructure by adopting the edge
computing architecture providing advantages to people as well as companies; it can create
new work environment boosting productivity with smart buildings, can improve the living
conditions of a family by creating a smart home environment, and can create smart fac-
tories by bringing together the IT and OT resulting in production optimizations and cost
reductions. In this section, we focus on the smart factory scenario where edge computing
is adopted, presenting and discussing the inherent advantages of edge computing and the
research challenges that appear in this context.

3.1 Smart Manufacturing Scenario

Typically, an industrial factory is isolated from the Internet, keeping the IT and OT separated
from each other by using private industrial networks. However, this approach was designed
for static networks with a limited number of nodes—a scenario that is not true anymore for
the modern industrial factories. These factories have seen an increase in the number of par-
ticipating nodes and require support for dynamic changes and online reconfigurations [16].
Industry 4.0 and the adoption of edge computing aims at connecting the cloud computing
to the manufacturing systems using the Internet; an approach that brings many advantages
for industrial factories like, better connectivity, interoperability, and scalability [14].

To better understand the impact of edge computing in a smart factory environment we
discuss the following IoT-basedmanufacturing scenario presented in [8]. The proposed edge
computing architecture consists of three different layers, an edge layer, the IoT devices, and
the cloud layer. However, in such an architecture the engineer must consider the impact of
individual domains when developing it; four different domains are identified, i.e., the device
domain, the network domain, the data domain, and the application domain (see Fig. 2).

We present each individual domain below:

1. The device domainA domain located either on the IoT devices layer or in the proximity
of such devices like sensors, actuators, and robots. Themain purpose of the device domain
is to provide flexible communication, by using different standardized communication
protocols; it enables the capabilities of edge nodes to collect and process data received
from IoT devices, based on which it can optimize the control of the industrial machinery.

2. The network domain A domain that creates a bridge between the IoT devices and edge
nodes. Moreover, it enables a separation between network transmission and the control
of industrial machinery with the help of software-defined networking (SDN). Finally,
since we are in a environment where applications require low latency, in the deployment
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Fig. 2 Smart manufacturing edge computing architecture

of an IoT application we need to control not only the execution of a microservice on
a host node but also the transmission of messages between dependent microservices; a
solution for the scheduling of messages in the network is offered by the time-sensitive
network (TSN).

3. ThedatadomainThe edge layer iswhere the data domain resides. In this layer,microser-
vices can be deployed to perform different actions, e.g., take decisions based on the
received sensor data or pre-process sensor data for storing in the cloud.

4. The application domain This domain offers the possibility to migrate applications
from the cloud on the edge devices. A practice that improves the overall manufacturing
capabilities of our smart factory and reduces the operational costs.

Considering the edge computing architecture presented in Fig. 2, we continue by presenting
two real-world industrial use-cases [9], i.e., (i) accessing and using machine data at runtime
and (ii) deploying machine software updates.

The first use case aims at accessing and using the machine data at runtime, gathered from
sensors installed on the shop floor. These sensors generate several megabytes of data that
provide valuable information regarding the state of the process and each machine – infor-
mation that can be further used for applications, like predictive maintenance and throughput
optimization. However, the current isolated industrial infrastructure lacks the resources to
handle this vast amount of generated data—a problem that is solved by adopting edge com-
puting. In this case, edge computing allows the implementation of additional functionalities,
enabling data analysis techniques to be performed on-site and transferring vast amounts of
data to the cloud for further processing.
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The second use case aims at deploying software updates to machines found on the shop
floor with a small or no downtime required. To deploy any updates to a industrial factory,
many months of prior preparation are required to minimize as much as possible the required
downtime. Typically, to install these updates on the physical programmable logic controllers
(PLCs), an operator has to do this manually [9]. However, because the production process
must stop during this procedure, the operator must perform the updates in a timelymanner—
an approach that is prone to introduce more errors, resulting in further disruptions. These
challenges can be mitigated by using an edge device to host a virtual PLC—PLCs that can
be updated automatically from the cloud.

One could say that the aforementioned use cases tackle only the first two challenges
discussed briefly in Sect. 2, i.e., developing and deploying of applications. Indeed, in the
second use case, we present only the deployment of application updates—applications that
are already operational on the edge architecture. However, in reality, in the second use
case, the management of the deployed applications is a fundamental part of the use case. As
previously mentioned, deploying an application on the target edge computing architecture is
not enough—wemust ensure the correct functionality of the deployed application throughout
its entire life cycle. Therefore, the management of applications is an integral part of any use
case that targets application deployment.

In conclusion, adopting edge computing in a manufacturing scenario can bring many
advantages and help converge the IT and OT domains to achieve better control and opti-
mization of the manufacturing environment. Furthermore, we can add to a industrial factory
many more industrial IoT applications that will improve the overall workflow of a factory.
However, many challenges must be solved before edge computing can be adopted safely.

Considering the smart factory scenario, we have identified three research challenges, i.e.,
security, network communication, and resource management. First, we need to ensure that
each edge device is secure enough to withstand any security attack initiated from different
sources, e.g., external agents, third-party service providers, and malicious operators [9].
Besides security, ensuring that edge devices can communicate properly represents the sec-
ond challenge that we must address. Finally, the last and most important challenge is to
migrate the applications from cloud-centric architecture to edge computing architecture. As
mentioned in Sect. 2, providing resource management in an edge computing architecture is
not a trivial task since available resources are distributed among edge devices. We discuss
in detail the three challenges in the next section, where we present an introduction to each
as well as their research challenges.

4 Research Challenges

One of the main challenges is the integration of OT with IT for the existing factories in the
world—a slow and difficult process that may represent a challenge for the next decades.
In Sect. 3, we highlight that most of the existing factories use industrial networks that
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are isolated from the outside world. When transforming a typical industrial factory into
a smart factory we must integrate the existing legacy systems into the edge computing
architecture—a legacy system is part of the OT and represents the backbone of the factory,
e.g., supervisory control and data acquisition (SCADA) is used to build the industrial network
that connects multiple industrial PCs and PLCs [7]. More details on how to achieve the IT
and OT convergence is presented in [22], while more specific use cases that target predictive
maintenance and security are presented in details in [1, 28] respectively. In the use-cases
presented in Sect. 3, we can observe that the integration already took place by consolidating
the functionality of PLCs, industrial PCs, and gateways into an edge node. However, many
challenges must be addressed before adopting edge computing.

In this section, we provide an overview of the three most important challenges that must
be solved when adopting the edge computing paradigm, identified in the previous section,
i.e., (i) resource management, (ii) security and privacy, and (iii) network management. In
a typical Industry 4.0 edge computing architecture, there is a forth challenge, i.e., data
management, thatwill not be discussed in this chapter but plays an equal role in the successful
transformation of industrial factories.

4.1 Resource Management

With the introduction of the edge computing paradigm, the demand for novel resource
management techniques, to deploy and maintain an application on the IoT network, has
increased. Resource management stays at the core of this paradigm as a prime technique
to efficiently utilize the available computational resources distributed near the end user.
Therefore, resource management plays an important role in the successful adoption of edge
computing.

Resource management does not refer only to the deployment of an application but repre-
sents an optimal combination of different groups to deploy andmanage the application at the
edge such that it satisfies all application’s requirements [30]. There are four different groups,
i.e., resource discovery, resource allocation, resource migration, and resource sharing; each
with its own goal.

Resource Discovery Techniques for discovering resources in a distributed network are
well covered in the research literature. However, these techniques cannot be leveraged at the
edge of the network, due to device heterogeneity, modern workloads (e.g., machine learn-
ing applications), and rapidity to discover the available resources [32]. Resource discovery
aims at keeping the pool of available resources updated, by discovering resources already
deployed at the edge. Hence, seamless discovery and removal of nodes without introducing
extra latency and communication overhead is desired. An example of a resource discovery
technique deployed in a smart city scenario is presented in [21]. In this paper, the authors
propose an edge-to-edge metadata replication framework that uses the kademlia as a com-
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munication protocol and elastic search to enable nodes to store and search data in a fast
manner. To conclude, the resource discovery plays a more critical role in a smart city sce-
nario, where we target volatile edge computing architectures defined by high uncertainty.
In contrast, in a smart factory, there is less uncertainty and typically the participating nodes
are know – rendering the need for a resource discovery technique less important.

Resource Sharing By employing resource sharing techniques, we ensure that edge nodes
are willing to share resources and collaborate to achieve a common goal. A very important
aspect that stays at the core of resource management; without collaboration between nodes,
the nodes cannot host applications at the edge of the network. Resource sharing is using
incentive techniques to ensure collaboration between nodes. As a consequence, an edge node
is motivated to share as many available resources as possible, since sharing more resources
will give in return more incentives. Similar to resource discovery, resource sharing is less
important in the context of Industry 4.0, where edge nodes are sharing resources willingly
without the need of an incentive—all edge nodes belong to the owner.

Resource Allocation After we knows the available resources shared between edge nodes
and the microservices’ resource requirements as well as the application’s objectives, the
deployment of the application can start. Resource allocation refers to the process of mapping
microservices to edge nodes such that the resource requirements of eachmicroservice and the
overall application’s quality of service (QoS) are satisfied. Therefore, we employ resource
allocation techniques to find a deployment strategy to efficiently use the available resources
found in the target edge computing architecture. From the definition of edge computing
(Sect. 2), we identify two possibilities to use resource allocation, i.e.,microservice offloading
and microservice allocation. For the former, the aim is to help the user devices (e.g., a
smartphone) to execute applications by offloading high computational microservices to
nearby edge nodes; a technique that helps these resource-constrained devices to optimize
the utilization of resources. The later has the purpose of extending cloud capabilities in
satisfying the application’s requirements by allocating a part of the microservices on edge
devices where the collected data can be processed.

Resource allocations techniques play an important role in Industry 4.0 since edge comput-
ing brings together both IT and OT by acting as a bridge between the two. The consolidation
of legacy systems into edge nodes makes the deployment of latency-sensitive applications
more challenging. In this setting, on a single edge node, both control applications and
latency-sensitive application must co-exist. In our case, a latency-sensitive application rep-
resents a non-critical application—such an application may miss a deadline without having
high repercussions. Therefore, during the deployment stage, we need to make sure that any
new application added to an edge node does not has an impact on the already deployed
control applications. To achieve this, we must combine resource allocation techniques to
devise a microservice allocation to edge nodes and a scheduling techniques to schedule
both control and latency sensitive applications on the local edge node such that the control
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applications correct functionality is preserved. For example, we can use the decentralized
resource allocation technique, presented in [3], to find a satisfiable deployment strategy
for a latency-sensitive application. This technique allows each edge node to decide what
microservices to host, by using a set of different decision strategies, considering the current
available resources and hosted application. Therefore, we can use the scheduling technique
presented in [4]—a scheduling technique that ensures the correct functionality of control
applicationwhen new latency-sensitive application are added to the host node—as a decision
strategy to determine if a certain microservice can be mapped on a node.

Resource Migration Considering the dynamic nature of edge computing architectures,
the deployment of an application does not ensure the correct functionality over the entire
application’s lifespan; the network topology used at deployment time is not static, i.e., it is
more likely to changemultiple times before the application finishes its execution. As a result,
we need to develop resource migration mechanisms to recover the application from a bad
state—a state where the application’s requirements are not satisfied. However, performing
a migration of microservices between edge nodes requires more communication overhead.
For example, migrating a 35MB microservice to another node takes 35s, assuming a 1MB
communication link. We can mitigate the communication overhead by devising a migration
technique based on microservice replication—we simply change the communication link to
another available replica of that particular microservice, instead of moving a microservice
from a failed node to another. In contrast to the first approach, using replication lowers the
communication overhead but requiredmore available resources in the target edge computing
architecture—each microservice replica will consume a part of the total available resource
even when the replicas are not used. As a result, the developer of an edge system must
consider the advantages and disadvantages of the two approaches and choose the one that
fits best with the system’s needs.

In conclusion, creating a resource management technique, to ensure the optimal utiliza-
tion of the available computational resources shared between multiple resource-constrained
devices, represents the first step in the adoption of edge computing.Moreover, it is important
to mention that in the context of smart manufacturing and Industry 4.0, some of the groups
are not so critical or not important at all. For example, resource sharing and resource discov-
ery are easier to adopt since in a manufacturing context there is a controlled environment,
where all nodes belong to the same administrative entity. As a result, there is no need for
incentives mechanism or techniques for resource discovery, because the network does not
have so many uncertainties compared to a smart city scenario.

4.2 NetworkManagement

Edge computing consists of interconnected devices distributed at the edge of the network.
Thus, network management has an important role to fill in the overall network architecture,
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ensuring that edge devices can communicate to transfer process data from a microservice
to another dependent microservice found on a different node. By communicating, nodes
can collaborate and share resources to host different deployed applications. Besides the
communication path, the network management must provide extra functionality i.e., (i)
assists the resource management technique in finding satisfiable deployment strategies, (ii)
ensures seamless connectivity for new devices, and (iii) provide a deterministic network for
control applications.

AssistingResourceManagement When deploying latency-sensitive IoT applications, one
of the objectives is to satisfy the end-to-end delay (e2e delay) of the application’s communi-
cation flow. The e2e delay is the result of the combination of the worst-case execution time
(WCET) of a microservice on a node and the communication latency between two depen-
dent microservices and their host nodes. This is particularly important when we deploy
applications on an edge computing architecture, since different microservices may reside on
different nodes—a mapping that has a high impact on the overall e2e delay of the deployed
applications. Therefore, we must introduce two new mechanisms to (i) monitor the latency
in the network, at runtime, without introducing extra communication overhead and (ii) find
the WCET of microservices. It is important to mention that both latency and WCET are
dependent on the microservices’ location on the target edge architecture.

Seamless Network Connectivity Considering the uncertainty found in an edge architec-
ture, providing a seamless connectivity mechanism is imperative in a network where both
stationary and mobile devices exist. These mechanisms should ensure that new devices can
join the network automatically as well as leave it; a job that must be performed by the device
requiring from the user a limited technical background. A characteristic that increases the
adoption of new edge devices, extending the capabilities of a network in a smart city scenario.
An example of a self-organizing approach to seamlessly add new nodes to the system [19].
In this setting, the edge nodes are capable to self-organize either in a hierarchical or a peer-
to-peer manner such that the objectives of the system are satisfied, e.g., fault tolerance or
proximity awareness. In the context of Industry 4.0, this challenge may not be an issue for
the current industrial factories where there is a more or less static environment. However,
in the future, this will play an important role, since in a smart manufacturing floor a robot
may leave one network and join another to start performing different activities.

Deterministic Network For most IoT applications deployed in a smart city scenario, sat-
isfying a QoS in terms of availability is enough for ensuring great service. Usually, in these
cases, the time when a message arrives is not important. However, for control applications
that have hard deadlines to meet, knowing the time of arrival for all messages sent between
microservices is critical. These types of applications can be found in smart factories, where
the objective is to control robots and other factory equipment. As a result, a new commu-
nication technology that creates a deterministic network is proposed called a time-sensitive
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network (TSN) [17]. In TSN there are three types of messages, i.e., time-triggered (TT),
audio-video bridging (AVB), and best effort (BE), where the biggest priority is assigned
to the TT messages used by control applications. It is interesting, that in a deterministic
network it is possible to schedule the messages as well, offering the possibility to ensure a
communication flow for the application where the delays are known.

Many other new emerging technologies have been proposed in the research literature,
such as software-defined networks, network function virtualization, and network slicing to
implement the network, increasing the scalability while reducing the cost [29].

4.3 Security and Privacy

Edge computing enables the digitalization of our environment and everyday lives. However,
with an increase in digitalization, we expose our private life to malicious users, as such engi-
neers must develop and enforce new privacy and security techniques on the edge network.
Not only that each device has its privacy and security challenges, but these devices also
inherit them from the cloud. For example, a burglar can monitor the activity of a home by
accessing the edge devices placed in that home, from which it can learn the behavior of the
family and when the house is empty, giving the possibility to plan a heist accordingly. As a
consequence, upon the adoption of edge devices, enforcing privacy and security is a crucial
task.

To identify the privacy and security issues that an edge architecture faces, an engineer can
apply the confidentiality, integrity, and availability (CIA) triad model [12], which represents
the most three important rules that each architecture must abide. In this model, the privacy is
evaluated using the confidentiality and integrity components, while for the security the engi-
neer can use the availability component. Furthermore, according to to [34], four challenges
must be overcome when placing devices in the proximity of end-users, i.e., authentication,
access control, intrusion attack, and privacy.

Security If resource management is one of the main challenges when adopting the edge
computing paradigm from the perspective of hosting applications in the edge ecosystem,
security represents the greatest challenge when creating the edge computing ecosystem.
There are multiple reasons for this identified in [24]. First, the ecosystem inherits all security
issues each component has, hence, it is not enough to protect each component of the system
but to create a security mechanism that protects the ecosystem and takes into account the
collaboration between all components. This task is not trivial since the mechanism must
coordinate with the local security techniques deployed on the other components.

Second, edge devices are resource-constrained devicesmeaning that applying the security
mechanisms deployed in the cloud is not feasible. New techniques must be developed that
are not centralized and are autonomous because there are possible scenarios where there is
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no central control system and at the same time the technique must have a small impact on
the edge ecosystem.

Finally, the impact of a successful security attack on an edge architecture has big reper-
cussions for the industries where edge computing is applied since all information about the
user will be vulnerable to malicious users. An edge ecosystem represents a big challenge
for security since it has multiple layers of technologies that must be protected, resulting in
a larger attack surface. In conclusion, if security mechanisms are not developed to protect
the architecture, the benefits of adopting edge computing can be outweighed by malicious
attacks. This is especially true for Industry 4.0, where ensuring the security of an industrial
factory is critical—managing to exploit the security vulnerabilities found in smart manufac-
turing could result in increased damage to the factory system or even produce catastrophic
events. For example, in 2010 there was a malware called Stuxnet that targeted industrial
process systems [18]. This malware managed to use the IT resources to manipulate specific
processes by monitoring certain variables and change the control commands without being
noticed by the system operator. This action leads to material damages, i.e., the product does
not meet the required specifications and even permanent damages to the production system.

An extensive study of the security threat model for edge computing paradigm is presented
in [24]. The authors identify five different attack points, i.e., network infrastructure, edge
node, core infrastructure, virtualization infrastructure, and user devices, each representing
the components of an edge ecosystem. For every identified component, a set of possible
attacks is discussed. For example, a man in the middle attack, in which an attacker can take
control of a part of the network from where eavesdropping or traffic injection attacks can be
launched (an example is presented in [33]), is a vulnerability of the network infrastructure
component. In contrast, some attacks can target multiple components, e.g., a rogue com-
ponent can be easily inserted in the network since edge computing by definition consists
of many interconnected devices owned by different administrative entities; a rogue compo-
nent attack can target both the network and core infrastructures as well as the edge node
component.

Privacy Privacy represents the process of protecting the user’s private data from malicious
adversary while in transit [35]. With the current cloud-centric architecture privacy is most
vulnerable since all data from the IoT devices is sent to the cloud for further processing. A
problem that is diminished by the edge computing paradigm which enables the processing
of data closer to its origin. However, the problems of privacy remains since data is still sent
between devices and new privacy challenges appear inherited from the edge paradigm such
as (i) privacy concerns due to user awareness of privacy rules, e.g., there are more than
80% of WiFi users still use their default password and (ii) the absence of privacy tools for
resource-constrained devices [27].

Privacy is not only a concern found in smart city scenarios but also for Industry 4.0 where
personal data does not refer to a person but the smart factory as a whole. Next, we present
a set of privacy concerns that may apply to Industry 4.0. There are many privacy concerns
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regarding an edge computing ecosystem that considers the entire data path starting from
collecting the data by edge devices, processing it locally on the edge or in the cloud, and
disseminating it, if necessary, back to the edge. According to [31], there are five different
privacy concerns, i.e., (i) data collection and identification ensuring that data is not only
processed locally but it follows the user preferences and legal or administrative frameworks
(e.g., the EU General Data Protection Regulation), (ii) aggregation and inference refers to
the process of combining data and connecting it to users to whom it belongs, (iii) secondary
use, insecurity, and exclusion concern the manipulation and storage of collected data, (iv)
decisions and boundaries protect the user from invasive acts from the deployed applications,
and (v) appropriation and distortion which targets the protection of user’s privacy after the
data are collected.

5 Conclusion

With the introduction of edge computing, a shift in the industries has appears where the
overall desire is to migrate the execution of latency-sensitive applications from the cloud
closer to the edge of the network. The core idea behind edge computing is to enable more
computational resources in the proximity of end-users, facilitating the deployment of IoT
applications that have stringent requirements like low latency and increased security and
privacy; requirements that are harder to satisfy with the current cloud-centric approach.
Hence, industries that adopt this paradigm can observe many benefits for their users and
production as well. For example, in the automotive domain, with the development of a
smart factory, the convergence of IT and OT is possible, resulting in a new architecture that
integrates all devices across the entire network, from cloud to devices found on the factory
floor; a change that allows for optimization and a reduction of operational costs.

Edge computing hasmany benefits, however, it introduces a series of challenges that must
be solved upon its adoption. We group these challenges into three categories, i.e., resource
management, network management, and security and privacy. Each category focus on a
particular part of the edge ecosystem, i.e., resource management refers to challenges found
when hosting an application on the edge, considering both the deployment and maintenance
aspects, while network management looks at the connectivity challenges having the purpose
of ensuring seamless integration of newdevices; finally, the last category focuses on ensuring
the security and privacy of the users.

In conclusion, in this chapter, we aim at introducing the edge computing paradigm and
discuss its advantages and disadvantages. Furthermore, to increase the understanding of this
paradigm, we present multiple use cases to exemplify the deployment of a latency-sensitive
application in this ecosystem. Finally, we identify and debate the most important challenges
that must be overcome before the adoption of edge computing.
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