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Abstract

The Internet of Things (IoT) has been growing over the past few years due to its flexibility and ease of use in real-time
applications. The IoT’s foremost task is ensuring that there is proper communication between different types of applications
and devices, and that the application layer protocols fulfill this necessity. However, as the number of applications grows, it is
necessary to modify or enhance the application layer protocols according to specific IoT applications, allowing specific issues
to be addressed, such as dynamic adaption to network conditions and interoperability. Recently, several IoT application layer
protocols have been enhanced and modified according to application requirements. However, no existing survey articles have
focused on these protocols. In this article, we survey traditional and recent advances in IoT application layer protocols, as well
as relevant real-time applications and their adapted application layer protocols for improving performance. As changing the
nature of protocols for each application is unrealistic, machine learning offers means of making protocols intelligent and able
to adapt dynamically. In this context, we focus on providing open challenges to drive IoT application layer protocols in such a
direction.
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1. Introduction

In recent years, a large variety of devices have
become interconnected over the Internet at an unex-
pected rate by using the Internet of Things (IoT). In-
creasing interest in the IoT has driven many areas
(such as agriculture, hospitals, manufacturing, secu-
rity surveillance [1, 2, 3], air and water quality, trans-
port, and domotics) to adopt IoT features [4, 5]. The
primary goal of these applications is to either ex-
change data and control signals among devices or to
use cloud-based communication protocols. In the lay-
ered architecture of the IoT, the application layer pro-
vides various communication protocols and acts as an
interface between desired application and end-users
[6, 7, 8]. As the number of IoT applications increases,
so does the need to modify or introduce new protocols
that address issues, such as dynamic adaption to the
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network conditions and interoperability. However, up-
dating or providing new protocols for each and every
application is a challenging task. Machine Learning
(ML) can be used to make these protocols dynamic
and intelligent.

ML extracts complex models through analysis of
(or learning from) the experiences without being ex-
plicitly programmed [9, 10, 11]. It is used in sev-
eral applications, such as Wireless Sensor Networks
(WSNs) [12], medical data analysis [13, 14], and so-
cial networks [15, 16], and also helps to mitigate sev-
eral issues in IoT, such as intrusion detection [17], im-
proving wireless communication [18], and data ana-
lytics [19, 20]. Applying ML to an IoT application
layer not only produces intelligent protocols, but also
reduces redesign overheads and limits human inter-
vention [12]. For instance, data-sensitive real-time
applications (e.g., medical, industrial, and smart city
apps) frequently and quickly require data from IoT de-
vices, but getting the most recent data quickly from
edge nodes is difficult, due to network delays and con-
nection failures. To address these issues, ML is used
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extensively in the IoT for predicting values in situa-
tions where real-time data cannot be acquired [21].
There are several other advantages, summarized be-
low, to using ML with IoT applications:

• IoT applications require less human intervention
and redesign in the dynamic environments.

• ML–based clustering algorithms are efficient and
accurate [12], such as those used by message
brokers (e.g., Apache Qpid, VerneMQ, and Hor-
netMQ).

• ML used for data pre-processing and feature se-
lection reduces traffic overheads and optimizes
the energy consumption of IoT devices

However, ML does have certain limitations that re-
quire consideration when applied to IoT applications
and their protocols. ML is non-deterministic, has few
datasets available, and requires prediction validation.

Over the past decade, there have been several sur-
veys of the IoT, its applications, applicable technolo-
gies, architectures, IoT privacy, IoT security, and so on
[4, 5]. Articles [18] and [19] were written about ML
approaches to, among other subjects, IoT applications
and challenges as well as fifth-generation communi-
cation and security. In [6, 7, 22, 8], the authors cov-
ered various IoT protocols supporting the application,
network, and physical layers. Al et al. [6] studied
some traditional protocols, such as Constrained Ap-
plication Protocol (CoAP), Hypertext Transfer Proto-
col (HTTP), Extensible Messaging and Presence Pro-
tocol (XMPP), Message Queue Telemetry Transport
(MQTT), and Data Distribution Service (DDS). In [7],
Sethi et al. briefly compared HTTP, CoAP, and MQTT
protocols along with other layer protocols. An edito-
rial column [22] discussed the importance of the IoT
application layer protocols. In [8], Salman et al. com-
pared a few application layer protocols and their fea-
tures very briefly along with other layer protocols.

The CoAP and HTTP were compared in [23]. This
article discussed the benefits of these protocols, but
did not make any open challenges to enhance the re-
search. A comparison of MQTT and CoAP in terms
of error and delay prone links was performed in [24],
which stated that MQTT performs better with the IoT.
IoT protocols were studied for cognitive Machine-to-
machine (M2M) communication by [25]. In that ar-
ticle, Aijaz et al. restricted their focus to application
layer protocols, specifically CoAP. In [26], the authors
studied various CoAP security issues while failing
to consider other application layer protocols or pro-
vide significant open issues for future research. [27]
summarized the benefits and features of various tradi-
tional IoT application layer protocols (such as HTTP,
CoAP, XMPP, Advanced Message Queuing Protocol
(AMQP), MQTT, and DDS). However, it did not list
any limitations or future enhancements. The computa-
tional performances of CoAP, MQTT, and WebSocket

were compared across various scenarios and network
conditions by [28].

In [29], Saritha et al. compared various traditional
application layer protocols. This article briefly dis-
cusses these protocols and has not provided sufficient
limitations to enhance the research in this area. The in-
teroperability issues of various application layer proto-
cols such as HTTP, CoAP, MQTT and AMQP are cov-
ered in [30]. In [31], Safaei et al. discussed reliabil-
ity side effects related to application layer protocols,
stating that MQTT works well for IoT among other
protocols. Similarly, empirical studies on MQTT and
CoAP were performed in [32, 33]. In [34], experi-
mental evaluations were conducted on CoAP, HTTP,
XMPP, WebSocket, MQTT, and AMQP using vari-
ous conditions and network scenarios. A performance
evaluation of IoT application layer protocols is per-
formed in [35]. [36] discussed application layer cod-
ing for IoT along with its implementation aspects, ben-
efits, and limitations. A performance analysis of the
HTTP, CoAP, and MQTT was performed in [37] under
various circumstances, proving that the MQTT was
lightweight and faster. Table 1 compares these surveys
on IoT application layer protocols.

In the past decade, several IoT application layer
protocols have been introduced and modified accord-
ing to rapid changes in the network properties of the
IoT. Existing surveys have not covered the advance-
ments made for traditional application layer protocols.
This motivates us to study recent advancements in
application layer protocols and relevant applications
used by these protocols. These enhancements are cov-
ered in this article, along with their benefits, limita-
tions, and further research scope. Existing surveys
have also neglected to discuss the scope of ML in IoT
application layer protocols, despite a broad scope ex-
isting for making IoT application layer protocols in-
telligent. The primary focus of this article is shown in
Fig. 1. Considering the gaps in existing surveys, this
article contributes:

• A study of previous and recent advancements in
IoT application protocols (e.g., request-response
method, publish–subscribe (PubSub) pattern).

• A survey of various IoT application layer pro-
tocols and the benefits of using them in real-
time applications, including industrial IoT, smart
city and home, Healthcare, Mobility manage-
ment, video and security surveillance, healthcare,
mobility management, and the Web of Things
(WoT).

• Open challenges to make IoT application layer
protocols intelligent and dynamic by employing
ML approaches. These challenges highlight the
major issues of application layer protocols, such
as congestion control, message expiry, end-to-
end delay, energy-efficiency, and resource man-
agement.



Recent Advances in IoT Application Layer Protocols & ML for Research Directions 3

Table 1: Comparison of Recent and Related Surveys on IoT Application Layer Protocols
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[23] 2012 3 3 7 7 7 7 7 7 7 7 7 7
1. Covered CoAP and HTTP along with their benefits
2. No open issues discussed in this article

[24] 2014 3 7 7 7 3 7 7 7 7 7 7 7 Compared MQTT and CoAP in terms of error and delay
prone links

[6] 2015 3 3 3 7 3 3 7 7 7 3 7 7
1. Discussed no open issues related to application layer protocols
2. Failed to cover the latest advances in the application layer
protocols and message queues

[25] 2015 3 7 7 7 7 7 7 7 7 7 7 7 Focused on non-application layer protocols

[26] 2015 3 7 7 7 7 7 7 7 7 7 7 7
1. Covered CoAP security issues.
2. Focused on no other application layer protocols.

[27] 2016 3 3 3 3 3 7 3 7 7 3 7 7
1. Covered traditional application layer protocols only
2. Discussed no recent advancements

[28] 2016 3 7 7 3 3 7 7 7 7 7 7 7 Compared CoAP, MQTT and WebSocket protocols using var-
ious scenarios for performance computation

[7] 2017 3 3 7 7 3 3 7 7 7 7 7 7
1. Covered application layer protocols briefly
2. Provided no open challenges related to said protocols

[29] 2017 3 3 3 3 3 3 3 7 3 7 7 7
1. Described traditional protocol benefits
2. Provided no open issues or recent advancements of
application layer protocols

[30] 2017 3 3 7 7 3 7 3 7 7 7 7 7 Described interoperability issues for application layer proto-
cols

[31] 2017 3 3 7 7 3 7 3 7 7 3 7 7 Discussed reliability side effects for application layer proto-
cols

[32] 2017 3 7 7 7 3 7 7 7 7 7 7 7
1. Studied MQTT and CoAP empirically
2. Failed to study other application layer protocols.

[34] 2017 3 3 3 3 3 7 3 7 7 7 7 7 Performed an experimental evaluation of CoAP, HTTP,
XMPP, WebSocket, MQTT, and AMQP using various con-
ditions

[33] 2017 3 7 7 7 3 7 7 7 7 7 7 7 Compared the CoAP and MQTT using various IoT conditions
[22] 2018 7 3 7 7 7 7 7 7 7 7 7 7 Covered basic information about communication protocols
[37] 2018 3 3 7 7 3 7 7 7 7 7 7 7 Performed comparative study on HTTP, CoAP, and MQTT
[35] 2018 3 7 3 7 3 7 3 7 7 7 7 7 Evaluated performance of application layer protocols

[8] 2019 3 7 3 7 3 7 7 7 7 3 7 7
1. Covered application layer protocols briefly
2. Discussed no open challenges

[38] 2020 3 3 3 7 3 7 3 3 7 3 7 7 Focuses on research efforts for smart farming using IoT ap-
plication layer protocols

Our
Survey – 3 3 3 3 3 3 3 3 3 3 3 3 Discusses recent advances, relevant applications, and the

scope of ML in IoT application layer protocols

Internet of Things

Application Layer 
Protocols

Machine Learning

Scope of 
Survey

Future Research 
Scope

Fig. 1: Survey scope and future research directions

Most of the abbreviations we use throughout the ar-
ticle are either standard or defined on the first use, and
for the reader’s convenience, we listed the most used
acronyms in Table 2. The remaining sections of this
article are arranged as follows. In Section 2, we pro-
vide a survey on previous and recent advancements in

IoT application layer protocols and list their limita-
tions. In Section 3, we list various IoT applications
that use application layer protocols and their evalu-
ations. In Section 4, ML’s adaptability to request-
response and PubSub for further research is discussed.
Finally, in Section 5, we conclude our discussions.

2. Recent Advances in IoT Application Layer Pro-
tocols

The Constrained RESTful Environments (CoRE)
group under the Internet Engineering Task Force
(IETF) and International Telecommunication Union-
Telecommunication works on application layer pro-
tocol development in the IoT. These protocols
are mainly categorized into request–response (e.g.,
client/server), PubSub, push-pull, and exclusive-pair
communication protocols. Of these, request–response
and PubSub protocols have been well received in the
literature. This section describes historical and recent
advances of these protocols, along with their benefits
and limitations. The taxonomy of conventional and
current application layer protocols of IoT are shown
in Fig. 2, and the comparisons are summarized in Ta-
ble 3.
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IoT Application Layer
Protocols

Request-response
Protocols PubSub Protocols

HTTP CoAP WebSocket XMPP MQTT AMQP DDS WS-N STOMP Other Message
Brokers

XMPPHTTP CoAP

CoCoA

CoCoA+

CoCoA++

pCoCoA

CoCo-RED

CoAP-EAP

multicast CoAP

secure CoAP

CoEP

smart CoAP

hybrid CoAP

dynamic CoAP delay-aware CoAP
OSCoAP

mlCoAP

Lightweight
WebSocket

Extended
WebSocket

xep-000

xep-0322

xep-0323

xep-0324

xep-0325

xep-0326

xep-0347

MQTT-SN

Poho MQTT

Mosquitto

HiveMQ

VerneMQ

MQTT-G

DM-MQTT

MQTT-ST

Apache
ApolloMQ

Apache
ActiveMQ

Red Hat MQ

RabbitMQ

Fog-based
DDS

Zero MQ

Microsoft MQ

AmazonMQ

Apache QPID

HornetMQ

OpenMQ
LEARN

Fig. 2: Taxonomy of conventional and recent advances in IoT application layer protocols

2.1. Request-response Protocols

The request-response model is one of the basic
stateless and bidirectional communication models on
the Internet; it is also used in a constrained IoT. In this
model, two or more end parties (e.g., clients/servers)
exchange their data asynchronously. In the IoT, Rep-
resentational State Transfer (REST)ful HTTP, XMPP,
CoAP, and WebSocket use the request-response com-
munication pattern. In this subsection, we discuss re-
cent advancements in each of these request-response
protocols.

2.1.1. RESTful HTTP
HTTP was initially developed by Tim Berners-Lee

[39] later enhanced jointly by IETF and World Wide
Web (WWW) Consortium for web-based messaging.
It commonly uses a Transmission Control Protocol
(TCP) for reliable transmissions over the Internet [40].
This protocol is not recommended for the IoT, as it
uses existing web standards instead of developing ser-
vices or components for constrained IoT applications.
Its limitations with respect to the IoT are highlighted
as follows.

• Scalability: The IoT is composed of a large num-
ber of nodes, and each node that connects with
a server requires an underlying persistent con-
nection, as the limited capability of holding re-
quests by an HTTP server precludes it from hold-
ing connection requests from all nodes. Be-
sides, each node in the network connects with
multiple nodes, creating heavy loads on con-
strained IoT devices. These heavy resource con-
straints force HTTP servers to consume equiva-
lent power, preventing them from providing scal-
ability and energy-awareness with IoT applica-
tions.

• Uni-directional: Due to large number of connec-
tions, the IoT needs to communicate with multi-
ple devices simultaneously. By contract, HTTP
protocol can only process a single request or re-
sponse at a time. This uni-directional commu-
nication is not a recommended solution for IoT
applications.

• Responsiveness: HTTP requires large bandwidth
because of its weighty message size that increase
latency and energy consumption. The synchro-
nization feature of HTTP leads to latency during
data transmission.

• Point-to-point Communication: In the IoT, a
large number of nodes collect and transmit data
to base stations simultaneously. As stated previ-
ously, HTTP cannot handle multiple requests si-
multaneously, as it can only communicate with
two point-to-point (one-to-one) devices (e.g.,
nodes, servers).

• No Event-driven Nature: Most IoT applications
are event-driven, responding only when they
identify an event. HTTP is design is based
on the request–response pattern, which is not
event driven and requires unnecessary energy
consumption.

2.1.2. Extensible Messaging and Presence Protocol
XMPP was developed by the IETF for the Internet,

initially for heterogeneous networks [41] to avoid in-
teroperability issues. It also provides efficient com-
munication between devices while supporting both
request–response and PubSub. These features are at-
tractive to IoT users to implement various applica-
tions. Extended versions of the XMPP have been
published through the XMPP Standards Foundation
(XSF), and the recent versions are listed below.
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Table 2: Most Used Acronyms

Acronym Abbreviation
ACK Acknowledgement

AMQP Advanced Message Queuing Protocol
BEB Binary Exponential Backoff

CAIA Centre for Advanced Internet Architectures
CBOR Concise Binary Object Representation

CDG CAIA Delay-Gradient
CoAP Constrained Application Protocol

CoCoA Congestion Control/Advanced
CoCO-RED Congestion Control Random Early Detection

CoEP Constrained Extensible Protocol
CoRE Constrained RESTful Environments
DDS Data Distribution Service

DTLS Datagram Transport Layer Security
EAP Extensible Authentication Protocol
FPB Fibonacci Pre-increment Backoff

HTTP Hypertext Transfer Protocol
ICA Independent Component Analysis

IETF Internet Engineering Task Force
IoT Internet of Things

k-NN k-Nearest Neighbors
M2M Machine-to-Machine

MQTT Message Queue Telemetry Transport
MSSQ Microsoft Message Queue
OASIS Organization for the Advancement of Structured

Information Standards
PBF Probabilistic Backoff Function
PCA Principal Component Analysis
PDR Packet Delivery Ratio

PubSub Publish – Subscribe
RELOAD Resource Location And Discovery

REST Representational State Transfer
RFC Request for Comments

RF Random Forest
RL Reinforcement Learning

RTO Retransmission TimeOut
RTT Retransmission Time
SOA Service Oriented Architecture

STOMP Simple/Streaming – Text Oriented Messaging
Protocol

SVD Singular Value Decomposition
SVM Support Vector Machine
TCP Transmission Control Protocol
UDP User Datagram Protocol
VBF Variable Backoff Factor

WWW World Wide Web
WSNs Wireless Sensor Networks
WS–N Web Services-Notification

XML Extensible Markup Language
XMPP Extensible Messaging and Presence Protocol

XoR XMPP over RELOAD
XSF XMPP Standards Foundation

• xep-0000: This version provides an efficient mul-
ticast data transmission between low-powered
devices and uses the PubSub communication pat-
tern. It also includes an interoperability interface
over heterogeneous networks.

• xep-0322, xep-0323, xep-0324: The major ex-
tensions in these versions are about packet size
optimization and memory issues. The xep-0323
version performs basic operations on sensor data,
and xep-0324 incorporates the access privilege
management approaches.

• xep-0325, xep-0326: These versions control
servers, devices, and actuators in IoT infrastruc-

tures.

• xep-0347: This version defines localization and
discovers needs for the deployment or removal
of any device in a network.

The Lightweight Directory Access Protocol (RFC-
8284) was introduced recently over XMPP using
white page objects rather than Jabber IDs [42]. A
Lightweight XMPP (LXMPP) was introduced in [43]
for resource-constrained IoT. This protocol performs
periodic data transmissions by using a sleeping mech-
anism. The development of this protocol inherited the
merits of xep-0060 with the support of PubSub archi-
tecture [44]. In this approach, sleeping clients pro-
long battery lifespan. In [45], Khramtsov et al. pro-
posed an XMPP over RELOAD (XoR) protocol based
on XMPP. In this, XMPP clients establish peer-to-
peer streams without routing to XMPP servers. Some
other XMPP projects, such as mbed XMPPClient and
µXMPP [46], use the LXMPP to allow the deployment
of sensor nodes. The XSF team encouraged develop-
ers to modify or incorporate additional services in to
XMPP. A summary of recent XMPP advances is pre-
sented in Table 4.

2.1.3. CoAP and its recent advances
CoAP (RFC-7252) is a low-powered, low-

bandwidth, and lightweight constrained protocol
for the IoT. This protocol was developed by the
IETF CoRE group and inspired by HTTP over User
Diagram Protocol (UDP). Due to low bandwidth and
higher network traffic, CoAP faces problems when
handling the congestion and delay increases because
of simple Binary Exponential Backoff (BEB) [47, 48].
Congestion leads to network retransmission, increas-
ing energy consumption, latency, and packet loss,
while reducing throughput and the Packet Delivery
Ratio (PDR) [49]. There are several recent CoAP
advances and extensions summarized in Table 5. An
end-to-end congestion control mechanism called Con-
gestion Control/Advanced (CoCoA) was developed
based on the CoAP [50]. The major enhancement
from CoAP to CoCoA is the Retransmission Timeout
(RTO). The CoAP uses a fixed RTO, whereas CoCoA
uses a variable RTO based on the Retransmission
Time (RTT) calculation used in TCP. In [51], Betzler
et al. performed experimental testbeds on CoAP and
CoCoA in various conditions with different nodes.
These testbeds indicated that CoCoA produces a
PDR 14–45% better than the CoAP. An extension
of CoCoA, CoCoA+, introduces a Variable Backoff

Factor (VBF) in place of the BEB. The VBF is
calculated based on the initial RTO, avoiding the
successive retransmissions over a short period [52].
CoCoA and CoCoA+ require weak and strong RTOs
to determine their RTOs. Congestion Control Random
Early Detection (CoCo-RED) was been developed
by [53] using a Fibonacci Pre-increment Backoff
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Table 3: Summary of Traditional and Recent Advances in IoT Application Layer Protocols

Protocol/Broker Transport Reliability Security Flow Control Clustering QoS Interoperability Architecture
HTTP TCP/UDP Yes Yes Yes No Yes No Req/Res
CoAP UDP Yes Yes Yes No Yes No Req/Res
CoCoA/ +/ ++ TCP/UDP Yes Yes Yes No Yes No Req/Res
XMPP TCP Yes No Yes No No No Both
WebSocket TCP Yes No Yes No No No Both
MQTT TCP Yes No Yes No Yes No PubSub
MQTT-SN UDP Yes No No No Yes No PubSub
Mosquitto TCP Yes No No No Yes Yes PubSub
HiveMQ TCP Yes No Yes No Yes Yes PubSub
VerneMQ TCP Yes Yes Yes Yes Yes Yes PubSub
Paho MQTT TCP Yes No No No Yes Yes PubSub
AMQP TCP Yes Yes No No Yes Yes PubSub
Rabbit MQ TCP Yes Yes No No Yes Yes Both
ActiveMQ TCP Yes Yes Yes Yes Yes No PubSub
RedHat AMQ TCP Yes Yes Yes Yes Yes No PubSub
WS–N – Yes Yes No No No No PubSub
STOMP TCP Yes No Yes No No Yes PubSub
DDS TCP/UDP Yes No No No No Yes PubSub
ZeroMQ TCP No Yes No No Yes Yes (only zMQ) -
MicrosoftMQ UDP Yes Yes Yes No Yes Yes –
Amazon MQ TCP – Yes No No Yes No –
Apache QPID TCP – No Yes Yes Yes No –
HornetMQ TCP/UDP Yes Yes Yes Yes Yes No Both

Table 4: Summary of Recent Advances in XMPP

Protocol Features
xep-0000 Multicast data transmissions, Interoperability
xep-0322 Compress XML files and fragments, decreasing

packet size
xep-0323 Sensor data exchange over IoT
xep-0324 The management of access privileges and provi-

sioning
xep-0325 Controlling actuators
xep-0326 Handling multiple Things
xep-0347 Location discovery
LADP [42] Use of white pages instead of Jabber IDs
LXMPP [43] Adopting duty-cycle mechanism
XoR [45] Peer-to-Peer communication instead of routing
µXMPP [46] Lightweight and low power to deploy in Sensor

nodes

(FPB). In [54], Akpakwu et al. introduced a context-
aware congestion control mechanism for CoAP, that
computes RTO based on the weak and strong RTTs.

Further extensions for CoCoA+ with an optimized
RTO was introduced in Precise CoCoA (pCoCoA)
[55] and CoCoA++ [56]. The pCoCoA uses only
one RTO (a smooth RTO) rather than maintaining two
RTOs. It additionally uses the retransmission count
at Acknowledgement (ACK) during the retransmis-
sion of the Confirmable (CON) message to regulate
the number of packet retransmissions. It has less com-
putational overhead compared with CoCoA+ or Co-
CoA. CoCoA++ maintains a single RTO, and com-
putes a new RTO by integrating with the CAIA Delay-
Gradient (CDG) and Probabilistic Backoff Function.
CDG gets congestion information from TCP’s con-
gestion window. CoCoA++ replaces the VBF with
a PBF during RTO computation, and it does not use
per-packet RTT like other protocols. Overall, most
CoAP advancements were made to prevent congestion

RTT	Updates

RTO	Estimations

New	Transactions

Retransmissions

Client

Client

Server

Server

Minimum	
RTT

Maximum	
RTT

Minimum	
RTO

Calculate
RTO

Maximum	
RTO

Initial
	RTO

PBF	or	BEB	or	VBF	or	FPB

Previous
RTO

New
	RTO

Update Update

Apply

Sets

Retransmission

Fig. 3: General RTO estimation strategies for CoAP and its recent
enhancements

by computing an optimal RTO. The general RTO es-
timation strategies of these protocols are illustrated in
Fig. 3.

In [70], Ishaq et al. proposed a CoAP group com-
munication approach by allowing them to monitor re-
sources. The parallel operation of group communica-
tion and observation in the CoAP is an incessant task,
but it enables both operations to be performed while
making the protocol intelligent at the data source.
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Table 5: Summary of Recent Advances in CoAP

Protocol Features Advantages Limitations
CoCoA/+ [52] PBF and VBF introduced Congestion control, packet loss

minimization
End-to-end delay

CoCoA++ [56] CAIA Delay-Gradient and PBF introduced Congestion control, packet loss
minimization

End-to-end delay and heavy
computations

pCoCoA [55] ACK maintained, single RTO used for new
RTO computation

Congestion control, packet loss
minimization

End-to-end delay

CoCo-RED [53] FPB introduced Congestion control, packet loss
minimization

End-to-end delay

multicast CoAP [57] Max-Age approach to maintain the cache Congestion control, secure,
energy-efficient, and delay-
aware

Heavyweight

CoEP [58] Lightweight security protocol Authentication, confidentiality,
and integrity

End-to-end delay

OSCoAP [59] CMM-based security in the cross-layer Security Packet loss and high latency
secure CoAP [60] Group key management and access control

mechanisms
DTLS handshake mechanism High latency

smart CoAP [61] ML-based spoofing vulnerability attacks Remote server access, fake
message identification

High latency and packet loss

EDHOC [62] Used Ephemeral Diffie-Hellman for security End-to-end security High packet loss
hybrid CoAP [63] Switched dynamically between local and

central executions
Low-cost, faster, scalable Heavyweight

dynamic CoAP [64, 65] Latency-aware data delivery using super-
vised classification methods

Minimum end-to-end delay High computational

dynamic CoAP [66] Multimedia streaming data transmissions Traffic control Heavyweight
delay-aware CoAP [67] Delay-aware data communications in CoAP Categorizes data deliveries ac-

cording to demand
Handling the delay times with
in the messages

CoAP-EAP [68] Lightweight authentication mechanism Supports authentication, flexi-
bility, scalability, and identity
federation

Packet loss

mlCoCoA [69] Used ML to compute dynamic RTO times Throughput improvement Computationally heavy

Larmo et al. [71] tested the performances of the CoAP
and MQTT on a narrowband IoT. The data transmis-
sions between the sensor nodes and the cloud were
faster in the UDP-based CoAP when compared with
the TCP-based MQTT in terms of system capacity,
coverage, and latency, even with a massive network
load. The MQTT performs well under low network
loads. The authors of [72] developed an efficient proxy
for IoT to estimate congestion. Their approach also
adopted the Max-Age approach to maintain the cache.
CoAP cache management was also performed in [57]
focusing on multicast CoAP to update cache informa-
tion at the proxy. This approach also focused on effi-
cient energy management and delay-aware data trans-
missions by preventing congestion. In [69], Demir
et al. proposed a ML-based CoAP protocols with
an RTO computation strategy that adopted ML-based
technique.

Several articles [58, 59, 60, 61, 62, 73, 74, 75]
have focused on CoAP protocol security. A Con-
strained Extensible Protocol (CoEP) was introduced
in [58] for a secure and lightweight IoT application
layer protocol, embedding authentication, confiden-
tiality, and integrity for efficient security-based data
transmissions. A lightweight secure protocol using
Datagram Transport Layer Security (DTLS) was is in-
troduced in [73]. Bhattacharyya et al. [74] extended
this approach by using DTLS with a pre-shared key
to exchange encrypted data between IoT nodes. Simi-
larly, a cross-layer approach of the Object Security of

CoAP (OSCoAP) with a Cipher-block Chaining Mes-
sage was proposed in [59] for media access control
layer security in the IoT. The authors experimentally
proved that this approach was more energy efficient
(≈10%) and 37% faster than existing protocols. A
patent from [76] enhanced the CoAP for group com-
munication with selective responses in the IoT. In [61],
Roselin et al. used ML to mitigate spoofing vulner-
ability attacks while supporting remote server access.
This approach efficiently controlled fake requests from
attackers to the remote servers. A security frame-
work for CoAP was developed by [60] that included
group key management and access control mecha-
nisms as well as a pairwise symmetric key to avoid the
DTLS handshake mechanism. Generic-bootstrapping
architecture-based authentication and security mech-
anisms were introduced for CoAP in [75]. In [62],
Perez et al. implemented a CoAP security mech-
anism using Ephemeral Diffie-Hellman Over COSE
(EDHOC), an alternative to the DTLS handshake for
an end-to-end security mechanism.

In [64, 65, 66], dynamic CoAP was introduced to
control an IoT network. In [64, 65], Herrero et al.
focused on latency awareness to guarantee packet de-
livery using supervised classification on the data pack-
ets. This method also optimized power usage by min-
imizing network retransmissions. In [66], Krawiec
et al. focused on multimedia streaming data trans-
mission using the CoAP. This approach adjusted net-
work parameters to improve traffic efficiency in the
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IoT. Hybrid CoAP was introduced in [63], that au-
tomatically switched between local devices and cen-
tralized server. This approach also detected and re-
moved resources based on availability, making it scal-
able, cheaper, faster, and able to adapt to a dynamic
system. The CoAP-Extensible Authentication Proto-
col (EAP) is a lightweight CoAP that was introduced
as an authentication mechanism in [68], using boot-
strapping services (such as the architecture) with enti-
ties, interfaces, and and the flow operation. This proto-
col also supports authentication, flexibility, scalability,
and identity federation.

2.1.4. WebSocket
WebSocket is a bidirectional, asynchronous, low-

latency, full-duplex protocol developed for constant
data transmission between two devices using a single
TCP channel. This protocol was inspired by HTTP
with advances that included event-driven communica-
tion in real-time IoT applications [77]. A WebSocket
session can also start without using a request-response
or PubSub communication pattern. Wong [78] devel-
oped a server system for WebSocket without using a
master. Another WebSocket enhancement is commu-
nication clustering in master-slave servers. However,
security is a major issue for this protocol. An extended
WebSocket protocol was introduced in [79] that al-
lowed control messages to be included in the frame
without interruption, whereas the existing WebSocket
protocol failed to get control messages.

2.1.5. Summary of Request-Response Protocols
As pointed out earlier in Subsection 2.1, most CoAP

advances have been introduced at the RTO computa-
tions, using static mathematical approaches or TCP re-
transmission strategies, and focusing on minimizing
the number of retransmissions. These methods use
only the RTT to estimate RTOs, yet RTTs are some-
times noisy [56]. These methods can control, but not
prevent, congestion. The CoAP is embedded with the
security features, but all the techniques discussed in
the literature are heavyweight. XMPP, by contrast, is
decentralized with redundant protocols that create ex-
cessive traffic, making it unsuitable for larger appli-
cations. XMPP is also unable to transmit unmodified
binary data over the network.

2.2. Publish–subscribe Model

The PubSub model is an asynchronous and loosely
coupled model for data exchange between two devices
uses an event bus or message broker. In this model,
endpoints do not know about each other, but the bro-
ker knows about them. The broker makes a bridge
between publishers and subscribers during data trans-
missions. The basic PubSub communication pattern is
illustrated in Fig. 4. The most commonly used Pub-
Sub protocols (such as MQTT, AMQP, Web Services-
Notification (WS-N), Simple/Streaming Text – Ori-

Publisher 1

Publisher 2

Publisher 3

Message Broker Subscriber 1

Subscriber 2

Subscriber 3

Subscriber 4

Subscriber 5

Event Bus

Message Queues

subscribe()/notify()

Fig. 4: Basic SubPub communication pattern

ented Messaging Protocol (STOMP), and DDS) are
described as follows.

2.2.1. MQTT and its recent advances
Andy Stanford-Clark and Arlen Nipper initially de-

veloped MQTT at IBM in 1999, and it was standard-
ized in 2013 by the Organization for the Advancement
of Structured Information Standards (OASIS). MQTT
is a lightweight PubSub messaging protocol widely
used by many web applications, including the IoT [80,
81]. MQTT connection uses M2M communication
with a many-to-many routing mechanism. MQTTv3.1
adopted the feature of expiry (i.e., discarding unre-
ceived messages after a set time period). Recently,
several modified versions of MQTT clients, servers,
and brokers have evolved; among these versions,
MQTT-SN, Mosquitto, hiveMQ, verneMQ, and Paho-
MQTT have been well eceived. Their benefits and
limitations are summarized in Table 6. The MQTT
for Sensor Networks (MQTT-SN) protocol is specially
designed for WSNs; currently, it is renamed as MQTT-
SN [82]. The primary modifications performed in
MQTT-SN prevent permanent connections through
UDP and reduce payload sizes. This lightweight pro-
tocol consumes less power than MQTT. In [83], Roy
et al. proposed gateway-to-gateway message trans-
missions using MQTT-SN. This approach performs
communications efficiently between sensor nodes and
gateway. Datasets used to evaluate the MQTT pro-
tocol with various ML algorithms are available in
[84, 85].

Geolocation-based MQTT (MQTT-G) was intro-
duced in [86], an extension of the MQTT protocol.
This protocol advertises the specific range of locations
as a notification to clients and provides search and
rescue improvements. However, this application can
only be used for a particular application, not for all
categories. Kumar et al. [96] integrated MQTT with
quick UDP Internet connections to reduce connection
overhead during the message exchange between IoT
devices or other devices and servers. MQTT with
TCP takes the additional burden to make the hand-
shake during the transmission. This approach reduces
latency up to 55%, while processor and memory us-
age are lowered by 80% and 50%, respectively when
compared to MQTT. The Spanning Tree-based MQTT
(MQTT-ST) protocol was introduced in [88] with a
bidirectional communication pattern. In addition to
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Table 6: Summary of Recent Advances in MQTT

Protocol Features Advantages Limitations
MQTT-SN [82] Designed for WSNs Lightweight with low payload

size
Works between sensor nodes or
gateways

MQTT-G [86] Search and rescue improvement Packet loss reduction Application specific, high de-
lay

DM-MQTT [87] Minimized data transmission delay in
MQTT

Bidirectional communication
and centralized broker

Heavy power consumption

MQTT-ST [88] Enhanced MQTT with bidirectional commu-
nications

Quick response on failure mes-
sages and embedded message
expiry

Heavyweight and high power
consumer

lightweight MQTT [89] Modified MQTT with limited features Lightweight and quicker No security
Paho MQTT [90] Cost-effective and open source MQTT mes-

sage broker
Reliable and interoperable Not scalable

Mosquitto [91] Lightweight message broker/server for
MQTT

Maximizes bandwidth, reli-
able, and scalable

Limited message size, no
cross-platform support

Modified Mosquitto [92] Message priority embedded instead of FIFO On-demand message delivery High latency
RabbitMQ [93] MQTT broker that uses Mosquitto Scalable and reliable Limited message size
HiveMQ [94] MQTT message broker for M2M communi-

cation
Scalable and reliable Large packet size

VerneMQ [95] Distributed master-less clustering MQTT
broker for reliable, highly scalable, and
availabile

Low-latency and fault-tolerant Lack of security

this feature, enhances functions that include message
expiry enhancement, optimal route selection, routing
path with minimal RTT, run-time message tracking,
and early reaction on failure messages. However,
when these functions are enhanced, the protocol be-
comes heavyweight and consumes additional power to
perform them.

Park et al. [87] proposed a Direct Multicast-MQTT
(DM-MQTT) protocol for efficient network resource
utilization by preventing data transmission delay. This
approach uses a bidirectional multicast mechanism be-
tween publishers and subscribers without using a cen-
tralized broker. This approach performs 58% and 65%
better than MQTT in network usage and transmission
delay, respectively. A lightweight MQTT was pro-
posed in [89], using IEEE 1451 to modify MQTT’s ex-
isting architecture and network features. This method
is not a secured one, but it can be extended to allow for
security. The Mosquitto is an open source lightweight
message broker/server for low-powered IoT devices; it
implements MQTT/MQTT-SN using C programming
and is maintained by the Eclipse Foundation [91]. It
does not support have cross-platform support and does
not categorize message priorities; instead, it follows a
first-come first-served approach. The message prior-
ity feature included in modified Mosquitto [92], sep-
arates urgent and regular messages, assigning critical
messages higher priority and serving them first.

RocketMQ is an MQTT-based message broker in-
troduced for MQTT protocol in [93]. This broker
controls the message push server with the help of
Mosquitto by using the producer-consumer approach.
HiveMQ is a client-based MQTT broker for reliable,
efficient, and high-speed data transmission protocols
on IoT devices. It is highly secured and provides con-
tinuous real-time data processing for brokers. This
protocol works on MQTTv3.1 and all subsequent ver-

sions [94]. VerneMQ is a distributed, reliable, high-
performance, master-less clustered messaging pro-
tocol developed in Erlang for MQTT brokers [95].
This protocol included many features such as flow-
control mechanism, message expiration, and shared
subscriptions. The Paho-MQTT is a cost-effective
open source client-based MQTT messaging protocol
for constrained M2M and IoT applications [90].

2.2.2. AMQP and its recent advances
The AMQP is an open source protocol initially

designed for business transactions exchanging mes-
sages between two parties (i.e., point-to-point com-
munication) [97, 98]. The messaging structure of
the AMQP is quite different in internal design and
has more overhead compared to MQTT. The AMQP
maintains multiple queues, storing messages in them
temporarily before subscribers receive them. Thus, it
supports interoperability between brokers and clients,
enabling communication between heterogeneous con-
nected systems [99, 100]. The AMQP is also suitable
for applications that require safe, high-quality, reli-
able, and rapid message delivery. However, it is not
completely suitable for constrained applications be-
cause of its substantial features.

RabbitMQ is a server initially implemented using
Erlang programming [101]. It is an open source hybrid
message broker for MQTT, AMQP, STOMP, and Web-
Socket. It sorts messages according to message prop-
erties and ensures efficient and reliable delivery while
managing component relationships well. However,
this protocol is heavyweight, high-latency, and slow.
It requires computation, deployment, and maintenance
costs. Apache ActiveMQ is an open source, asyn-
chronous java-based multi-protocol message server
for constrained applications [102, 103, 104]. It man-
ages and allocates resources very efficiently, achieves
high throughput, and also possesses interoperability.
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ActiveMQ also supports flow-control, message expi-
ration, and message persistence by default. Its major
limitations are memory limits per queue and not us-
ing its heap by default. An ActiveMQ broker is also
limited by its architecture in terms of reliability, ro-
bustness, and scalability. Red Hat AMQ is an open
source, lightweight, fast, and secure Java-based mes-
sage protocol for large-scale Internet business appli-
cations that was inspired by ActiveMQ. This protocol
does not require any administrative costs, installation,
or configurations. Apache Apollo is a new core for
ActiveMQ that includes thousands of concurrent con-
nections and a large multi-core server. Apache Apollo
is a faster MQ that does not include all the features of
ActiveMQ.

2.2.3. Web Services-Notification
The WS-N protocol is standardized by OASIS, and

it exchanges messages in a coalition environment us-
ing predetermined notifications. It transmits packets
simultaneously to all registered clients and supports
interoperability well between middleware providers.
This protocol also takes care of security during data
transmissions, subscriptions, and notifications using
various key exchange mechanisms. It is a loosely-
coupled architecture that uses Extensible Markup Lan-
guage (XML) and follows Service-oriented Architec-
ture (SOA) principles. This protocol was initially de-
veloped for resource-constrained applications, but it is
resource-heavy compared with other protocols due to
SOA restrictions, XML, and multiple queues. Thus, it
is not ideal for all types of IoT applications.

2.2.4. STOMP
The STOMP is a lightweight, secure, reliable text-

based messaging protocol similar to HTTP that uses
the PubSub pattern [105]. It has a straightforward im-
plementation at the client level and also supports inter-
operability. Similar to AMQP, it uses frames for mes-
sage exchanges between clients and servers by using
a message broker. It does not use any comprehensive
Application Programming Interfaces (APIs); instead,
it uses simple, commonly used message operations
with ACKs. The server implementation of STOMP
is complicated, but it uses various existing server pro-
tocols (RabbitMQ, ActiveMQ, Apache Apollo, etc.).

2.2.5. DDS
DDS was developed by the Object Management

Group (OMG) for real-time, lightweight IoT applica-
tions and is available for both open source and com-
mercial implementations. It uses the PubSub model
for reliable and scalable multicast message exchanges,
whereas the multicast improves the QoS for real-time
IoT applications. DDS has a broker-less architecture,
unlike MQTT or AMQP, and requires no additional
memory for a message queue. DDS is inexpensive,
smart, secure, fast, interoperability capable, and sim-
plifies the deployment, integration, development, and

management of IoT applications. Fog-based DDS ar-
chitecture was used between fog devices and cloud
centers in [106]. The fog-based DDS architecture clas-
sifies data by considering the minimum storage cost
and latency. This model was specially designed for
fog-cloud communication, so it is not useful for con-
strained IoT devices. In [107], the DDS protocol was
used as middleware between software and hardware
devices for microgrid applications. It is a centralized
approach used to identify and clear faults optimally.
The DDS protocol is currently used in real-time large-
scale IoT applications, such as air-traffic control, smart
grid, healthcare, robotics, industrial integration, mili-
tary [108, 109, 110].

2.2.6. Summary of PubSub protocols
In the PubSub model, there are still some open chal-

lenges. For instance, there is no consistency check in
the message queue or the brokers. As the model de-
pends entirely on its brokers, a broker crash can ren-
der the whole system useless. Should a message crash
while a client is handling it, the message cannot be
recovered (e.g., Mosquitto allows the client to con-
trol the message). Most of these protocols use multi-
ple message queues when providing transmission be-
tween publishers and subscribers, yet the queues work
based on predetermined rules in static conditions, but
not work in dynamic conditions. Message expiry time
management is also challenging. PubSub model per-
formance can be determined based on its constraints
(such as message size, required queues, and clients ac-
cessing a queue simultaneously). However, determin-
ing these parameters on-the-fly is very difficult under
conventional PubSub protocols. Finally, the MQTT
protocol does not support multicast messaging and is
also unsuitable for service discovery auto configura-
tions [111].

2.3. Other Protocol/Message Brokers

There have been several other recent advancements
for message brokers. Some popular brokers are sum-
marized in Table 7. ZeroMQ (i.e., 0MQ, zMQ) is
a message exchange protocol that uses a broker-less
PubSub pattern for concurrent or distributed applica-
tions. It provides low-latency, high-throughput perfor-
mance that integrates components easily [112]. How-
ever, this protocol is unreliable because of the load it
places on local control modules. ZeroMQ also fails
to manage relationships between all network compo-
nents. Microsoft Message Queue (MSSQ) is a mes-
sage broker for reliable message exchange between
applications in an enterprise [113, 114]. In MSSQ,
resource failure may happen when the message limit
exceeds its threshold. There are also synchroniza-
tion problems between the operations (e.g., copy,
move, send, retrieve, and receive). Amazon MQ is a
java-based durable message broker developed for Ac-
tiveMQ that also supports for MQTT, AMQP, STOMP,
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and WebSocket [115]. Apache Qpid functionalities
are similar to RabbitMQ and is used to implement
the AMQP for reliable message exchanges between
elements [116]. It easily detects client failover and
assigns messages to different brokers. HornetQ is
an asynchronous clustered open source middleware
multi-protocol message project under the umbrella of
ActiveMQ. Its most recent version (v 2.4) also sup-
ports AMQP and STOMP [117]. The revised ver-
sion of the HornetQ is Apache Artemis 1.0.0 which
provides better performance and stability by combin-
ing ActiveMQ. Open Message Queue (OpenMQ) is
an open source java-based messaging protocol devel-
oped by Oracle with scalable, clustered, and loosely-
coupled architecture [118, 119]. Latency-aware Pop-
ular Resource Re-caching (LEARN) is a middleware
message broker developed to recache and reallocate
heavily loaded resources in the IoT [120]. LEARN
is useful for reducing the average delay between two
brokers with optimized resource utilization.

Apache Qpid, VerneMQ, HornetQ use simple and
static clustering methods over message queues in dif-
ferent servers. ML-based clustering algorithms (such
as k-means, hierarchical, or fuzzy-c-means ) may be
used in these protocols to make the clustering dy-
namic, efficient, and comforTable

3. Significance of IoT Application Layer Protocols
in Use Cases

Real-time applications benefit from using the ap-
plication layer protocols of IoT in terms of latency,
energy-efficiency, and throughput. This section re-
views protocols used in specific applications, such
as industrial IoT, smart cities and homes, healthcare,
WoT, mobility management, and video surveillance.
A summary of various applications that use applica-
tion layer protocols are listed in Table 8.

3.1. Industrial IoT

Industrial IoT (IIoT) refers to IoT devices inter-
connected with manufacturing, automation, or control
systems to perform data collection and analysis for im-
proved machine efficiency and productivity [166]. The
IIoT is a delay-sensitive application that allows data
transmissions and analytics to be performed rapidly
when a correct application layer protocol is selected.
Here, we discuss a few real-time works that adopted
various IoT application layer protocols in the IIoT,
which are summarized in Table 8.

In [121], Derhamy et al. used CoAP protocols for
on-demand, transparent, and secure IIoT translation to
provide interoperability between communication pro-
tocols. In this work, CoAP acted as a SOA instead
of as middleware. This application also proved that
the CoAP supports low latencies. A CoAP was used
for a smart grid in [122] to improve throughput by
reducing the mapping delay. The CoAP gateway is

was intercompatible in the smart grid network. In
[123], CoAP was also used for a smart grid applica-
tion through a combination with Concise Binary Ob-
ject Representation (CBOR) to improve interoperabil-
ity, system integration, and interaction. This combined
protocol reduced message sizes and times compared
with HTTP and other web service protocols. Latency
estimation between data sources and the cloud (i.e.,
RTT and MQTT) was performed in [124]. This pro-
tocol provided inexpensive low latency. Smart agri-
culture through a remote monitoring station was intro-
duced in [125] using the IoT. Initially, sensor nodes
collected data and transmitted it to a remote monitor-
ing system using the MQTT protocol. The station pro-
cessed the data to provide farmers with decisions.

Automatic keyword mining was proposed in [126]
for network load and security management in Web-
Socket. Initially, it identified frequently appearing
keywords before using a hidden semi-Markov ap-
proach to establish relations between them. The ex-
perimental validations outperformed previous Web-
Socket. In [127], Sunardi et al. used WebSocket pro-
tocol for agriculture applications to collect and trans-
fer data from the field. In this context, a sensor node
collects the temperature, soil moisturizer, and con-
trol of the field’s irrigation conduit. A fully parti-
tioned DDS for real-time middleware systems was in-
troduced in [128] for reliable data communication be-
tween the IoT devices. This approach performed well
in terms of communication functions on a distributed
network. In [129], XMPP was used to manage the
microgrid’s reactive power requirements. XMPP pro-
vided an abstract communication service with delay-
aware, interoperable, scalable, and secure data trans-
missions.

3.2. Smart City and Smart Home

Smart cities and homes are rapidly growing IoT ap-
plications that enable smart technology with remote
access, and monitoring [167, 168, 169]. Growing
these applications generates a vast amount of data,
and this data management requires efficient applica-
tion layer protocols. A summary of various IoT appli-
cation layer protocols used in smart cities and smart
homes is summarized in Table 8.

A novel time synchronization mechanism was pro-
posed in [130] for smart home applications using
CoAP. This approach achieved high accuracy due to
CoAP usage between the sensor nodes and the gate-
way for reliable data transmissions. This method also
minimized network overload and resource utilization.
In [170], an energy-efficient, privacy-preserving, and
secure data transmission protocol was introduced for
smart home application. Bansal et al. [131] tested ap-
plication layer protocols over smart city application,
comparing them with latency and bandwidth parame-
ters. MQTT provided the best performance in a real-
time environment. CoAP, MQTT, XMPP, and Web-
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Table 7: Summary of Message Brokers for Application Layers

Protocol Features Advantages Limitations
Zero MQ [112] Broker-less PubSub pattern for concurrent or

distributed applications
Low-latency and high-
throughput

Unreliable

Microsoft MQ [113, 114] Reliable message exchange Asynchronous data delivery Limited number of message
exchanges (4MB)

Amazon MQ [115] Java-based durable message broker for Ac-
tiveMQ

Provisioning, failure detection
and recovery

Latency

Apache QPID Reliable message exchange Able to tolerate failures, and
Interoperable

Latency

HornetQ Asynchronous, clustered, middleware, and
multi-protocol for ActiveMQ

Clustering mechanism over the
message queues, grater stabil-
ity

Data loss

Open MQ Java-based open source message protocol High availability, clustering for
scalability

Latency

Socket performances were analyzed for a smart park-
ing application in [132]. WebSocket and XMPP pro-
vided better scalability, while the others had single
point of failure. XMPP also had the lowest server
interaction. Using MQTT for event-based message
communication in smart cities was proposed in [133].
This approach collected data using a network of IoT
devices (e.g., Arduino, Raspberry Pi, and ESP8266)
along with sensors and actuators. The communication
system’s primary goal was preventing latency by min-
imizing the number of data transmissions.

Remote control based smart home automation was
presented in [134] using MQTT. This mechanism
measured the current used in a house at each socket
and also monitored the AC power while permitting re-
mote access to home appliances. Similarly, an user
energy management system with automated demand
response was presented in [135] for smart home appli-
cations. In this work, Cornel et al. used MQTT pro-
tocols for data transmission over devices. In [136], an
autonomous resource allocation mechanism was pro-
posed for smart cities. In this approach, the Jambor-
salamati et al. used MQTT for efficient data transmis-
sion between sensor nodes, an energy exchange, and a
typical storage facility between neighborhoods. The
method monitored network communication failures
while investigating latency. In [137], fog computing-
based home automation techniques were provided us-
ing ZiWi [171]. This approach used MQTT protocols
for low-latency data communication. In this approach,
home power consumption was reduced by ZiWi.

3.3. Healthcare

In healthcare and biomedical systems, the IoT has
significantly addressed the most challenging issues,
saving lives at minimal cost [172]. Use the IoT in the
healthcare system has several benefits, such as remote
health monitoring, monitoring hardware availability
and accessibility, minimizing emergency room wait
times, tracking patients and staff, addressing chronic
disease, and managing drug plans [173]. In this sec-
tion, we present application layer protocols that bene-
fited healthcare IoT applications.

A patient-centric eHealth system was proposed in
[138] using a layered architecture including IoT de-
vices, fog, and the cloud for handling complex data.
This system covered assisted living, e-medicine, mo-
bile health, early warning systems, and implants. In
[139], an authentication mechanism was proposed to
protect physiological data from malicious users. A
smart gateway based on DTLS was used for efficient
authentication authorization along with CoAP. Be-
cause of the enhanced DTLS, this algorithm efficiently
performed data transmissions and minimized hand-
shake delay. A mobility-based remote health moni-
toring system was introduced in [140]. Here, IoT de-
vices were used to collect various patient details (e.g.,
pulse and ECG signals, body temperature, and body
gesture). These details were transferred to the remote
server using MQTT. This approach proved that MQTT
performed better than HTTP and XMPP for this appli-
cation.

In [141], an IoT-based ECG monitoring system was
presented. IoT devices collected patient information
and transferred it directly to the cloud using HTTP and
MQTT protocols. In this approach, the data transmis-
sions and analyses were performed efficiently without
delays between the server and web platforms. A smart
healthcare system was proposed in [142], where IoT
devices collected patient information and used AMQP
to transfer the data to the cloud for further analysis.
After analysis, a physician received sufficient deci-
sions.

3.4. Mobility Management

The number of mobility based applications are
rapidly increasing in the IoT, making tracking and
managing these devices a challenging issue [174]. The
mobility management highly depends on the wireless
communication channel, and the application layer pro-
tocols also play a significant role in it [175]. The
advantages and support of IoT application layer pro-
tocols for mobility management are discussed in this
section.

An MQTT-based connection management system
for vehicles was proposed in [143, 144]. Here, the
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Table 8: Summary of Application Layer Protocols used in various IoT Applications

Article Protocols Advantages Remarks

In
du

st
ri

al
Io

T

[121] CoAP Security, interoperability, on-demand Protocols cannot act as a middleware, only as a service ori-
ented architecture

[122] CoAP Improves throughput and reduces the mapping de-
lay

Inter-compatibility of CoAP

[123] CoAP + CBOR Minimizes message size and delay compared with
HTTP and other web service protocols

Supports interoperability through uniform identification and
interaction, and system integration

[124] MQTT Inexpensive and low-latency Estimate round trip latency between the cloud and data source
[125] MQTT Smart agriculture through remote monitoring Collect and process instantaneous data of agricultural field

atmosphere
[126] WebSocket Automatic keyword mining Network traffic management and security inspection
[127] WebSocket Full duplex communication for fast data transmis-

sions
Monitoring temperature, soil humidity and controlling the ir-
rigation sluice

[128] DDS Reliable communication and middleware support Design of fully partitioned deployment
[129] XMPP delay-aware, interoperable, scalable and secure XMPP communication model improves the management of

reactive power requirement in microgrids

Sm
ar

tC
ity

an
d

Sm
ar

tH
om

e [130] CoAP Minimize resource usage, network overhead, and
time synchronization

CoAP performed data transmissions between sensor nodes
and the gateway.

[131] MQTT, DDS, &
CoAP

Tested latency and bandwidth Comparison of application layer protocols on Smart city ap-
plications

[132] CoAP, MQTT,
XMPP & WebSocket

Mean response time Comparison of application layer protocols on Smart parking
applications

[133] MQTT Latency-aware Event-based message communication
[134] MQTT Remote control and latency-aware Measure the voltage of AC and measure the usage of the cur-

rent at power sockets
[135] MQTT Reliable and cost effective Cost-effective home automated demand response for energy

efficiency.
[136] MQTT Efficient resource allocation, low-latency and com-

munication failure detection
Allowed the common storage facility in the neighborhood and
also shared energy between them.

[137] MQTT Low-latency, energy-efficiency, and cross platform
support

Fog computing based home automation using ZiFi

H
ea

lth
ca

re [138] MQTT Security and privacy, scalability, data management,
regulations, and interoperability.

This system provided living assistance, early warning sys-
tems, e-medicine, and implants

[139] CoAP Minimize handshake and data transmissions delay Efficient authentication mechanism incorporated in CoAP
[140] MQTT Low power and flow consumption, and low delay High concurrency control between the server and mobile plat-

form
[141] HTTP & MQTT Reliability and data analysis, interoperability with

minimal transmission delay
The HTTP and MQTT helped data transmissions between
the server and web platforms, and significantly alleviated the
cross-platform issue.

[142] AMQP Reliable communication, guarantee message deliv-
ery

AMQP improved the speed of the data transmissions between
cloud and client. This approach also performed data analyt-
ics.

M
ob

ili
ty

M
an

ag
em

en
t [143, 144] MQTT Interoperable, redundant and fault tolerant Reconfigurable connection management between sets of

nodes
[145] MQTT & MQTT-SN Reduce latency and improve the average PDR, and

energy efficiency
Works on Internet of Drone Things

[146] MQTT Latency-aware data transmissions Works on connected car, maintains in vehicular communica-
tion

[147] CoAP Minimizes the latency and packet loss The CoMP designed for mobility management for IoT
[148] CoAP, CoMP Message communication in unreliable transmis-

sions
Mobility management based on the CON message communi-
cation

[149] CoAP, CoMP-G Latency-aware, better in terms of total signalling Group mobility communication management
[150] CoAP Congestion management, transmission delay Proxy mobile IPv6-based mobility management for the sen-

sor nodes.

V
id

eo
Su

rv
ei

lla
nc

e [151] DDS Congestion-aware, limited and time-varying band-
width

Avoids visual errors or interruptions during the streaming and
maintain high quality

[152] WebSocket & HTTP Avoids latency, frame loss errors, and visual errors WebSocket acted as a gateway and maintained the bidirec-
tional communications

[153] WebSocket Minimum data transmission delay It avoided unnecessary data transmissions between the client
and proxy server under the same channel

W
eb

of
T

hi
ng

s

[154] HTTP & CoAP Efficient communication among devices and Inter-
operability

Proxy design for intercepts communications followed by
mapping between CoAP and HTTP

[155] CoAP & MQTT Optimized transmission delay, energy consump-
tion, RTT and throughput

Controlling and monitoring of various sensors and actuators

[156] AMQP Data transmissions over network failures Clients disconnected from the server get help from the other
subscribed clients.

[157] CoAP Minimal energy consumption, bandwidth utiliza-
tion, and efficient data aggregation

A multiple observation requests for data collection and noti-
fications at proxies

[158] CoAP Flexible and scalable services Extended CoAP for web-based applications without using
any proxies, gateway or application servers

[159] CoAP Security Supports only unicast messages
[160, 161] CoAP Detect high-level events from the data Support entensive semantic matchmaking through non-

standard inference services
[162] WebSocket Robust communication between the web and phys-

ical devices
WebSocket used here to react on disconnected nodes and also
help in session managements

[163] MQTT Data communications in the IoT Mobile and web applications are used to access the data from
the MySQL database

[111] MQTT Self-interaction with the IoT devices Archive the auto-configuration mechanism with self discov-
ery

[164] MQTT Reliable message transmissions Maintained the order between the work environment and
messages

[165] MQTT Security, Network optimization, reliable and flexi-
ble data communications

Optimized the distribution of the Wi-Fi network
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MQTT protocol plays a major role in performing ef-
ficient data transmissions between vehicles. In this,
MQTT was able to function even if the vehicle net-
work was reorganized. Similarly, Mukherjee et al.
[145] used MQTT protocols in the Internet of Drone
Things to improve message delivery speed by reduc-
ing latency. Further, they used MQTT-SN to im-
prove the average packet delivery rate by approxi-
mately 30%, confirming an energy efficient approach.
In [146], Dhall et al. proposed a connected car main-
tenance approach based on the IoT. The authors used
MQTT for efficient data exchanges between cars to
help owners to schedule service, analyze traffic, and
receive vehicle crash data. Here, MQTT enabled faster
data transmissions with efficient usage of low-latency
bandwidth.

A CoAP-based Mobility Management Protocol
(CoMP) was introduced in [147] for the IoT. The
CoMP used a separate signaling flow and message for-
mat during data transmission. It kept track of sensor
node IP addresses in the network and efficiently han-
dled latency and packet losses in the IoT. An exten-
sion of this work was completed in [148] with reli-
able mobility management. In this, Chun et al. mod-
ified reliable CON message communication from un-
reliable transmissions. Another extension of CoMP
was achieved in [149], which performed group mobil-
ity communications called ”CoMP-G for IoT”. This
approach also performed better in terms of latency
and total signaling during data transmission. In [150],
proxy mobile IPv6-based mobility management ap-
proaches were proposed for sensors. These sensors
used CoAP for data transmission. The classifica-
tion of moving targets for WSNs was achieved using
range limited marginalization and parallel range lim-
ited marginalization algorithms [176]. This approach
achieved optimal decision fusion in various WSN sce-
narios.

3.5. Video Surveillance

Monitoring and tracking activities using video
surveillance generates a massive amount of data
through camera sensors [177]. This data has to be
communicated to servers using the application layer
protocols. IoT application layer protocols were tested
for the Internet of Video Things in [178] by using var-
ious QoS parameters (e.g., memory usage, bandwidth,
energy consumption, throughput, latency, packet, and
payload size). The protocols are needed to handle
low bandwidth and high latency communication chan-
nels when transmitting data between applications and
servers [179, 180]. In [181], Hilal et al. proposed IoT
acoustic surveillance using Linear Discriminate Anal-
ysis (LDA) and a Support Vector Machine (SVM). The
primary goal of this approach was to recognize human
screams or vocal stress, and it was tested at Waterloo
International Airport.

DDS middleware-based real-time video streaming

was analyzed in [151]. The performance of network
video transmission was tested with various QoS fea-
tures. DDS prevented visual errors or interruptions
during streaming and maintained acceptable quality.
A WebSocket-based video surveillance service archi-
tecture was developed in [152]. WebSocket acted as
a gateway for maintaining bidirectional communica-
tion. Compared with HTTP, WebSocket outperformed
in terms of latency, frame loss rate, and visual er-
rors. In [153], WebSocket subprotocols were used for
media data transmissions between clients and servers
without sending proxy server requests from the cur-
rent channel. Here, WebSocket minimized unneces-
sary data transmission delay between the proxy server
and same channel clients.

3.6. Web of Things

The WoT is defined as physical devices (e.g., IoT
devices) that can interact with the WWW, simply by
applying web technologies to the IoT [182]. The main
goals of the WoT are to hide the low-level designed,
self-configured network through decreased human in-
tervention, provide a platform for design and testing,
and manage multiple platforms and protocols simulta-
neously and transparently [183]. IoT application layer
protocols play a major role in the WoT, and most na-
tive WoT applications are summarized in Table 8.

A proxy design for an efficient intercept commu-
nication module was designed for a swarm IoT in
[154]. This proxy performed mapping between HTTP
messages and CoAP and vice versa. This mecha-
nism provided efficient communication with low la-
tency and also IoT interoperability. MQTT and CoAP
were tested for the WoT in [155] for tiny IoT appli-
cations. In this work, Prabhu et al. used an archi-
tecture to control and monitor sensor nodes and their
storage. This method produced minimal transmission
delay and power consumption while improving PDR
and throughput. However, network failure is possi-
ble and can cause data transmissions between servers
and clients to be lost. Transmitting data through
other clients during network failure was proposed with
AMQP in [156]. In this case, when a publisher discon-
nects from client, newly subscribed clients get status
updates without any delay. Multiple observation re-
quests for data collection and notifications at proxies
were proposed in [157] for CoAP. This approach min-
imized energy consumption and also utilized band-
width efficiently.

CoAP is fully designed for IoT devices and not for
web clients. Without intermediate application servers,
a gateway, and proxies, CoAP is unable to serve the
WoT appropriately. In this context, Castro et al. [158]
extended CoAP for web-based applications without
using any proxies, gateway, or application servers.
DTLS security-based algorithm was proposed in [159]
for CoAP using a less biased algorithm for WoT. This
approach supports multicast message distributions and
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performs encryption and decryption. A mobile agent
was designed in [160, 161] for a semantic WoT using
CoAP. In this work, sensor nodes collected data from
the field and extracted meaningful high-level events
from it. This approach also supports interoperabil-
ity between hybrid sensors. In [162], Williams et al.
used WebSocket protocol between physical devices
and web servers to push data transmissions. The Web-
Socket API maintaind the connection lifecycle, man-
aged sessions, and reacted to disconnections. Web-
Socket was also useful as middleware in twisted envi-
ronments.

The MQTT protocol was studied in [163] for effi-
cient data communication and collection from the IoT
environment. In this article, Atmoko et al. used the
MySQL database to store collected data for further
analysis. Further, mobile and web-based applications
were provided to access data from remote locations.
In [111], the authors designed an architecture that au-
toconfigured the MQTT protocol for auto interaction
with IoT devices using a semantic Web. This approach
successfully achieved the autoconfiguration of MQTT-
based devices with self-discovery mechanisms. Reli-
able message transmission using MQTT was studied
in [164] for maintaining ordering between a work en-
vironment and the messages. An order flag was used
along with the messages to maintain proper synchro-
nization of the situation and use the message flag to
process requests. In [165], Lie et al. proposed a dis-
tributed Wi-Fi network optimization method for the
IoT. In this optimized network, the MQTT protocol
was used for reliable and flexible data transmissions
between devices. This method also extended security
mechanisms over the system through the MQTT pro-
tocol.

3.7. Other Applications

A novel IoT honeypot (ThingPot) protocol was de-
veloped to provide denial-of-service attack security on
the IoT [184]. It used the basic proof of the XMPP
and REST API. Initially, it was developed for IoT
applications, but was then extended to the IoT plat-
form. Similarly, [185] implemented a reverse engi-
neering method on the message format of applica-
tion layer protocols to identify security vulnerabilities
in the IoT. This method identified change points and
divided them into segments according to their static
properties. These segments were then processed fur-
ther to determine the vulnerabilities. In [186], Da et
al. proposed MiddleBridge approach to act as middle-
ware for translating CoAP, MQTT, DDS, XMPP, and
WebSocket messages into HTTP. The MiddleBridge
erformed message configuration on the fly while ad-
dressing message size and transmission delays.

A classification model for intrusion detection sys-
tems was introduced in [187] to detect IoT system at-
tacks that used the MQTT protocol. In this model,
attacks were classified using deep learning and recur-

rent networks. In [188], La et al. enhanced the se-
curity features of the MQTT protocol. Subscribers
could dynamically control access to the data and data
streams over time. The authors of [189] implemented
a CoAP accelerator as a hardware module in a field
programmable gate array. This accelerator reduced la-
tency between IoT devices and improved other QoS
parameters, such as throughput and bandwidth.

4. Scope of Machine Learning for Further Re-
search

While there have been several advances in IoT ap-
plication layer protocols, as discussed in Section 2,
several challenges remain open and require further re-
search. Several survey articles have covered possible
open problems for these protocols. Even though there
is a broad scope of ML in this layer, authors have not
focused on adopting ML features. This section fills
this gap by providing possible open challenges for fur-
ther research to make the protocols intelligent and dy-
namic using ML.

4.1. Congestion Control

In CoAP, there is a need for dynamic RTO calcu-
lation to optimize the number of retransmissions and
efficient RTTs. ML provides dynamic RTO computa-
tional strategies using Reinforcement Learning (RL),
Bayesian, Regression, or SVM with minimal compu-
tational requirements [12]. From these, RL does not
require a predetermined dataset and can learn during
run-time. While Bayesian requires datasets, it also
provides accurate RTO for congestion management in
CoAP. Existing CoAP protocols use established RTTs
to compute RTOs, yet those RTTs can be noisy. Other
network features (e.g., retransmission counts, delays,
and throughput) can also be considered when deter-
mining an optimal RTO. However, existing methods
work once congestion is identified on a network, even
though they cannot avoid the congestion completely.
ML has the prediction capability to determine con-
gestion before it occurs, based on the previous trans-
missions and other network conditions. An ML-based
protocol can control unnecessary communications or
retransmissions to avoid congestion from these pre-
dictions. It can also choose an alternate routing path
to reduce traffic or drop the packets at a source to re-
duce energy consumption in extreme cases. In the
IoT, the logistic regression, Random Forest (RF), k-
Nearest Neighbors (k-NN) and Q-learning provide ef-
ficient predictions for avoiding congestion. Logistic
regression was used to control data flow and mitigate
IoT congestion [190]. However, using logistic regres-
sion at the protocol level can provide greater benefit
such as rapid classification, good accuracy, easy to im-
plement and efficient to train. The success of RF, k-
NN, and Q-learning for congestion control in WSNs
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indicates that these algorithms can control the con-
gestion in the IoT [12]. Among these methods, RF
is useful only for applications that do not have mem-
ory constraints, as RF requires more memory space
[191, 192].

4.2. Energy-efficiency and Delay-Sensitive

Constrained IoT devices are equipped with a lim-
ited energy battery. The energy consumption of a de-
vice mainly depends on data transmissions. Increas-
ing the number of transmissions also increases en-
ergy consumption and vice versa. In this context, we
can perform dimensionality reduction on the data be-
fore it is transmitted to reduce transmission overheads
and memory overheads, as well as congestion and
other computational necessities. Transmission over-
heads minimize latency for delay-sensitive applica-
tions (such as IIoTs, intelligent transportation systems,
and healthcare applications). Computation overheads
also affect energy consumption. The Singular Value
Decomposition (SVD), Principal Component Anal-
ysis (PCA), and Independent Component Analysis
(ICA) are most suitable for dimensionality reduction
in most IoT protocols [193, 194]. Apart from dimen-
sionality reduction, eliminating outlier data, anoma-
lies, and digital garbage (garbage data generated by
sensor nodes) can also help reduce data transmis-
sion overheads, saving energy and conserving net-
work bandwidth [195, 196, 197]. The k-NN, k-means,
SVM, and density–based spatial clustering of applica-
tions with noise algorithms fulfill this necessity in IoT
application protocols.

Dimensionality reduction, outlier or anomaly de-
tection, and edge data prediction can be incorporated
into CoAP, WebSocket, XMPP, AMQP, MQTT, and
all their extended versions. While XMPP is partic-
ularly unsuited to large-scale IoT application due to
its high message redundancy, its performance can be
improved significantly through dimensionality reduc-
tion. ML is also useful for checking data redundancy
and preventing multiple retransmissions. The feature
selection process also reduces heavy data transmis-
sions in the network, providing beneficial support for
delay-sensitive applications [198, 199]. The feature
selection mechanism can also use for device classifi-
cation [200]. PCA, ICA, and SVD are more accessible
ML techniques for performing the feature extraction,
and these are also useful in IoT application layer pro-
tocols. Among these techniques, ICA requires more
computation, and making PCA and SVD preferable
for constrained devices. PCA was used in the IoT
for anomaly detection and dimensionality reduction in
[201, 202]. Adopting these features in protocols pro-
vides benefit during the data collection process. Sim-
ilarly, ICA also helps when addressing various issues
discussed in subsection 4.2 [203, 204, 205]. RL also
fulfills these task without requiring any training data
set.

4.3. Message Expiry

Message expiry indicates that messages sent by a
publisher or broker to the message queue will be dis-
carded after a while if there is no subscriber response.
In PubSub protocols, this is a fundamental parame-
ter that describes message queue management quality.
This option is included in recent versions of PubSub
protocols with a static message expiry. Calculating op-
timal and dynamic message expiry is essential setting
it too high will result in queues keeping unnecessary
messages while an excessively low setting can cause
messages to be discarded before a subscriber can re-
trieve them. A dynamic message expiry time can be
decided at run-time by using ML approaches [206].
RL approaches do not require prerecorded ddatasets
for system training, allowing adaptability to message
transmission situations and queue availability when
determining optimal message expiry times. Bayesian
and decision tree approaches can provide an accurate
message expiry that depends on the queue availability
and channel occupancy.

4.4. Resource Management

AMQP uses multiple message queues, and each
queue handles certain messages as per predefined con-
straints, making it static in nature. Additionally,
AMQP does not support priority queues, which may
be alleviated by large message expiry times (though
this can cause critical information to become stuck in a
queue). Message queue classification can be made dy-
namic in AMQP by using ML algorithms. In addition
to having a priority queue, dynamic message queue
management is an essential issue in AMQP. While
adding additional features into AMQP with ML may
increase the load a bit, rapid delivery can be achieved
with higher quality and reliability. RabbitMQ suf-
fers from redundant message broker communication,
which can be avoided with dimensionality reduction
mechanisms. This protocol can also enjoy enhanced
packet loss estimation with ML techniques. Packet
loss estimation can be predicted using the RL ap-
proaches on-the-fly, with no training [207].

Similarly, for PubSub models, deciding message
size, the required number of message queues, and the
number of clients able to access a queue simultane-
ously for a specific application can be very complex
without ML. Depending on traffic conditions, ML can
determine a dynamic message size or the simultaneous
access count for the message queues or brokers. In-
creasing or decreasing the number of message queues
dynamically on a network is not logically possible.
However, in heterogeneous networks, ML can resize
queues according to various applications traffic con-
ditions. ML algorithms will efficiently perform these
operations. Bayesian in particular can accurately ad-
just message queue sizes on-the-fly through training.
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5. Conclusions

In this survey, we have presented recent advances in
application layer protocols for the IoT followed by its
significance in real-time use cases and ML-related re-
search directions. Recently, several application layer
protocols have been published as modified versions of
conventional protocols that have not been covered by
existing surveys. In this article, we have studied the
enhancements and improvements of conventional ap-
plication layer protocols. We have also identified and
summarized the benefits and limitations of these pro-
tocols. In addition, we have discussed various mes-
sage queues and message brokers. The significance of
request-response and PubSub protocols in use cases
(such as IIoT, smart cities and homes, healthcare, mo-
bility management, video surveillance, and the WoT)
have been discussed. We have also highlighted bene-
fits achieved by the use cases through the application
layer protocols. However, traditional and improved
application layer protocols have not yet satisfied IoT
needs due to variations in the dynamic condition of the
applications. ML can make these protocols intelligent
and work dynamically according to application con-
ditions and without human intervention. This article
also extended the usage of ML for future research to
solve issues such as congestion, energy awareness, de-
lay sensitivity, message expiration, and resource man-
agement.
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