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ABSTRACT
With the increased success of the Internet of Things (IoT),
the cloud-based solutions are no longer sufficient to meet the
stringent requirements of IoT applications. Besides requiring
fast response time, increased security and privacy, they lack
computational resources at the edge of the network. Such
computational resources distributed closer to the edge repre-
sent the fundamental infrastructure of edge and fog paradigms.
However, without advanced resource management techniques,
the advantages of the paradigms are lost. In this paper, we
present a novel distributed resource allocation algorithm with
the purpose of enabling seamless integration and deployment
of different applications in an IoT infrastructure. The algo-
rithm decides: the (i) mapping of IoT application at the edge of
the network, (ii) dynamic migration of parts of the application,
such that Service Level Agreement (SLA) is satisfied. Further-
more, we analyze and discuss our approach and the potential
to minimize the latency of different IoT applications.

ACM Classification Keywords
C.2.1 Network Architecture and Design: Distributed networks.
Network topology; C.2.4 Distributed Systems: Distributed
applications; D.4.7 Organization and Design: Distribution
systems;

Author Keywords
Edge Computing; Internet of Things; Resource Management;
Fog Computing.

INTRODUCTION
The continuum increase of connected devices introduced by
the IoT and the need for real-time applications with fast re-
sponse times, higher privacy, and security, have pushed the
horizon of new computing paradigms, fog, and edge com-
puting. Fog computing paradigm has been coined by Flavio
Bonomi in 2012 and extends the cloud services capabilities to
use computing resources near IoT sensors, decreasing network
congestion and minimizing the latency of real-time applica-
tions [1]. In contrast, edge computing pushes the frontier of
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deploying heterogeneous computational resources near the
edge of the network, even closer to the source of data [6].

However, with no support from novel resource management
techniques, the paradigms alone cannot ensure a good deploy-
ment of applications at the edge. These techniques come as
a solution to the constraints imposed by the IoT devices (i.e.,
heterogeneous devices, with limited computational resources
and energy). Moreover, a higher degree of uncertainty in the
system is introduced by the mobile devices (e.g., smartphones,
tablets, cars, etc.) which can enter and leave freely the net-
work without any prior announcement. Hence, to fully utilize
the available resources found at the edge of the network, to
reduce communication bandwidth, improve security and en-
able real-time IoT applications, new resource management
algorithms must be created. Some use cases that benefit from
deploying IoT applications at the edge are, remote-monitoring
in the healthcare area, controlling real-time systems in smart
factories and deploying applications in smart cities. In our pro-
posal, we focus on developing a novel decentralized algorithm
to tackle resource allocation from three different perspectives,
(i) a new deployment strategy that offers a personalized map-
ping for each IoT application independent of environment or
location, (ii) a self-adapt algorithm at runtime to improve the
reliability of IoT application by migrating tasks from faulty
nodes and (iii) a ranking system to help the algorithm decide
what tasks should be migrated and when.

RELATED WORK
In the last years, with the advent of edge and fog computing
introduced the need for new resource management techniques
at the edge of the network. Therefore, more and more re-
searchers proposed solutions to tackle some of the challenges
introduced by this new IoT infrastructure. Jain et al. [2]
proposes a mapping algorithm that divides the IoT applica-
tion into multiple tasks annotated with location information
based on which is deployed at the edge. Another approach
which uses the edge resources is suggested in [7], where a
pre-partitioned application is distributed among edge nodes
such that the communication with the cloud is reduced and the
latency is minimized.

The authors in [3] introduce a cooperative fog platform that
tries to ensure an easy collaboration between multiple static
and mobile fog devices by using a distributed communication
model. Moreover, to improve the service efficiency of IoT
applications, an allocation algorithm is used to select the host
based on the characteristics of the system. A similar approach
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is presented in [8], where an optimization service placement
algorithm is developed to share fog resources. However, the
algorithm will always try to map an application to the deploy-
ment node or to a neighbor device. In case of failure, the
application is mapped to the cloud.

In [4], the authors propose an algorithm to dynamically mi-
grate virtual machines (VMs) and find the best communication
paths based on predictions of user movements. A similar solu-
tion to service migration is presented in [5], where the authors
propose an edge-enabled publish-subscribe middleware to con-
tinuously monitor the QoS and transparently migrate clients
to another host in close proximity.

With respect to the aforementioned research papers, most of
the researchers’ work is emphasizing the placement of edge
devices. In contrast, our proposal provides a more compre-
hensive resource management solution that is independent of
IoT applications and environment. By combining the initial
placement of the application at runtime, with dynamic migra-
tion and neighborhood selection, the edge devices will become
more intelligent.

PROPOSED SOLUTION
In this paper, we propose a decentralized algorithm designed
to offer the developers the possibility of deploying IoT ap-
plications at the edge of the network without knowing the
characteristics of the edge devices in that particular location.
This approach improves the security of the IoT application
and nodes since even the developer does not know on which
nodes the application is mapped. Moreover, the algorithm is
in charge of monitoring the overall performance of the applica-
tion, improving its reliability by dynamically adapt to changes
in the network.

Due to the limited resources of edge devices, we assume that
the application is divided into multiple tasks (i.e., a set of
instructions that perform a specific computation) by the devel-
oper prior to deployment. Hence, we model an IoT application
as a Directed Acyclic Graph (DAG) where vertices represent
different tasks and edges describe the dependencies between
them (see Figure 1).
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Figure 1. IoT application model

We consider that the IoT architecture is represented by a peer-
to-peer communication between each IoT device and the cloud
(see Figure 2). Compared to the common representation of
such an IoT architecture (i.e., a four-layer pyramid starting
with the sensor layer and ending with the cloud), our model is
a flatter design that offers the possibility of sharing resources
vertically and horizontally between devices.

The behavior of our algorithm is inspired by the organization
of a private auction house. Considering this, we have divided
our algorithm into three different modules: neighborhood
latency monitoring, bidding policy, and placement policy.

Neighborhood latency monitoring
This module creates for each individual IoT application that
has to be deployed, at runtime a list of nodes chosen from the
neighborhood (i.e., all the nodes that have a direct connection
with the dispatcher) and their related latency. A dispatcher
node represents the node that received a request to deploy
the IoT application in that location. To choose the nodes, the
module relies on an algorithm for finding the latency smaller or
equal to a computed threshold (i.e., specific to each application,
since it represents a percentage of the total E2E delay). Once
a request arrives from the placement policy module, the list of
nodes is generated and sent back to the placement module.

Furthermore, the module has two more tasks to perform. First,
it monitors and stores the latency of each IoT device found in
the neighborhood. Second, it notifies the placement module if
the latency to a winner node (i.e., a node that received a task
to compute from the deployed application) has increased or if
it is unresponsive. In both cases, a migration of that affected
tasks is performed.

An example of the individual lists created for two different
IoT applications is presented in Figure 2. As you can see, in
this case, the IoT application deployed from the yellow edge
device has a smaller list of devices to borrow resources since
its requirements are more strict. In contrast, the application
deployed from the purple edge node can deploy to multiple
nodes, because of its requirements.

Bidding policy
The bidding module generates offers and sends them to the
dispatcher. Based on these offers, the dispatcher deploys the
application such that the SLA is satisfied.

The algorithm starts when a broadcast message arrives from
the dispatcher node. Based on the available resources and task
dependencies, the module selects a number of tasks that can
compute and creates the offer. However, the selection of tasks
has an important constraint, i.e., a node can select only tasks
that share a dependency. Once the number of tasks is selected,
the module creates a latency table containing the communi-
cation latency from the current node to the list of nodes (i.e.,
the devices selected by the monitoring latency module in the
dispatcher when the IoT application deployment request ar-
rived) received from the dispatcher. To obtain this table, the
algorithm performs an intersection between the received list
and its neighborhood latency table. This information is very
important to the deployment. Finally, after the latency table
is computed and the tasks are selected, an offer is sent to the
dispatcher.

Placement policy
The module proposes an optimization reactive placement with
the purpose of distributing the IoT application and dynamically
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Figure 2. IoT architecture

adapt the mapping at runtime. Once a request for an applica-
tion has arrived at a dispatcher, the algorithm distributes the
tasks of an application such that the E2E delay is minimized.

The first step of the algorithm is to identify if there are any
computational demanding tasks to be mapped to the cloud.
Next, for the remaining tasks, the algorithm tries to map one
or all tasks locally. Since processing tasks locally reduce
significantly the overall E2E delay, it is mandatory to map at
least one task on the dispatcher. In the case where no resources
are available, the rank of the currently mapped tasks is used to
decide which one to migrate. At the same time, the dispatcher
of the chosen task is notified to find a new placement node.

Once the list of IoT devices is received from the neighbor-
hood latency monitoring module, the algorithm creates and
broadcast a message to each individual device. The message
contains the remaining tasks and their dependencies, the SLA
of the IoT application and the list of devices just received.
However, before sending the message, a timer is started to
limit the waiting time for offers. In this case, all offers arrived
after this period of time will be discarded.

Next, after the time has expired and all offers are collected, the
best deployment strategy is computed by choosing the offers
that yield the smallest latency using Equation 1:

Applatency = Tmap +Blatency (1)

where Tmap represents the time to find the best mapping for the
IoT application and Blatency is the sum of the communication
latency between the winner nodes. It is important to state
that Tmap only impacts the E2E delay when the application is
deployed. In any other case, the Tmap is equal to 0.

Finally, a message is created containing the tasks docker con-
tainer and the addresses of their dependency, providing a direct
communication link with these nodes. Using docker contain-
ers to send the tasks over the network gives the best solution
to ensure that all tasks will work properly independent on the
node.

CHALLENGES DISCUSSION
In this section, we discuss the challenges faced when design-
ing our decentralized algorithm. To unlock the true potential
of the proposed algorithm and enable more computational
resources at the edge of the network, we have to perform ex-
tensive evaluations of the entire system and for each individual
modules.

Challenges in neighborhood latency monitoring
As described in Section 3 the purpose of this module is to
create a specific list of nodes for each IoT application that is
deployed from a dispatcher. This module has two main central
pieces that are utmost important to the overall behavior. The
first piece is represented by the value of the threshold. Since
this determines the total number of devices that can share
resources for a given IoT application, it has a big impact on
the computational time of finding and how the deployment
strategy looks. For example, if we choose a bigger percentage
then a bigger number of devices will be accepted. Thus, it
provides more resources to choose from with a penalty of
computational time. In the other extreme, the placement is
faster, but we could end up mapping everything to the cloud.
The second core piece is the latency monitoring part, where we
must find a solution to monitor the latency without introducing
a communication overhead.

Challenges in bidding policy
This module generates the offer submitted by a node to the
dispatcher. Also, it is the module that has a great impact
on the overall mapping, since the offers reflect the devices
which have free resources to share and the knowledge that
the placement policy will use to determine the best mapping.
However, there are two important aspects when developing
this module that needs our attention, the ranking system and
ensuring that we receive offers for all tasks.

The ranking system plays an important role in deciding what
tasks to migrate. Thus, each accepted task should receive a
rank based on the following characteristics: trustiness of the
dispatcher, communication latency, resource utilization, etc.
These rank ultimately shows how good is the placement of the
task on that particular node.



The other aspect that we must discuss is how to ensure that a
dispatcher receives offers for all the tasks, such that a solution
can be created. A possible solution is to broadcast the offer
to the other participant nodes before sending it. Hence, when
a device receives a broadcast offer he can adjust his offer
accordingly, making sure that there are offers for all tasks.
However, this could impact the communication overhead.

Challenges in placement policy module
The placement module is in charge of selecting the best offers
such that distribution strategy meet the requirements of the
application. The first challenge is related to mobile devices and
their resources. In order to truly use all available resource at
the edge, these devices have to be considered. Besides the legal
and security aspect of sharing resources from such devices,
handling their unpredictability introduced into the system is
utmost important. For example, one possible solution is to
find an additional stationary device to map the task once the
mobile device has disappeared from the system (either by
shutting down or move to another location). However, this
approach does not ensure that the stationary device has free
resources when the mobile node is down. Thus, more tests and
discussions have to be done to solve properly this problem.

Another important aspect is the period of time that the dis-
patcher waits for offers. As you can imagine, choosing this
value has a great impact on how good the placement is. If the
time is too low, then we could lose important offers. If it is
too high, then we increase the computational time. However,
this value could be individual to each IoT application and its
related characteristics. In this case, how to make a difference
and what characteristics to use to obtain this time?

Overall challenges of the system
For the overall system design, we want to introduce and dis-
cuss possible improvements and solution that could make
more efficient the utilization of resources at the edge of the
network. One such improvement consists of migrating the
IoT application at other location where are needed. For ex-
ample, some applications are used only for a limited period
of time during a day, a month or a year. Thus, offering the
possibility to free allocated resources when the application is
not functional could push the importance of edge computing
even more. Another important aspect that we must avoid is
represented by migration loops. Such an event can occur when
one or more tasks are migrated continuously.

Finally, finding what is the maximum concurrent number
of deployments from different edge nodes located close to
each other influences the efficiency of the proposed algorithm.
Since this limit shows us the overhead that the message ex-
change is having on the network.

CONCLUSION
The most efficient approach to satisfy the demanding real-time
requirements of IoT applications is to enable more computa-
tional resources at the edge of the network. However, introduc-
ing new paradigms to bridge the cloud and edge is not enough.
A distributed resource management technique that can adapt
to individual needs and environment of different applications

is required. In this paper, we introduce a distributed load bal-
ancing algorithm that aims to satisfy the latency constraints
of each application by collaborating with nearby devices to
ensure minimum latency. We truly believe that applying the
proposed algorithm in a real IoT infrastructure (i.e., smart city,
smart factory, etc.) can provide a seamless integration of all
applications.
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