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Abstract. Online business processes are faced with varying workloads
that require agile deployment of computing resources. Elastic processes
leverage the on-demand provisioning ability of Cloud Computing to allo-
cate and de-allocate resources as required to deal with shifting demand.
To realize elastic processes, it is necessary to track the current and future
system landscape, monitor the process execution, reason about how to
utilize resources in an optimal way, and carry out the necessary actions
(e.g., start/stop servers, move services).

Traditional Business Process Management Systems (BPMS) do not
consider such needs of elastic process. Within this demo, we present
ViePEP, a research BPMS able to execute and monitor resource-, cost-
and QoS-elastic, service-based workflows and optimize the overall system
landscape based on a reasoning of the non-functional requirements of
current and forthcoming elastic processes.

1 Significance to the Field

Resource-intensive tasks are nowadays not only common within scientific work-
flows, but are also getting more and more common in business processes.1. For
example, compute- and data-intensive analytical processes are found in the fi-
nance industry and in managing smart grids in the energy industry. In the latter
case, data from a very large number of sensors needs to be gathered, processed
and stored in real-time in order to offer consumers consumption reports or even
guarantee grid stability [5]. As the number of active sensors differs during a day,
the amount of data also fluctuates to a very large extent. Furthermore, certain
processes or process steps are permitted to be postponed to the future, while
others need to be carried out immediately.

In such a scenario, the permanent provisioning of IT capacity able to handle
peak system loads is obviously not the best solution, as the capacities will not be
utilized most of the time. With the advent of Cloud Computing, organizations
nowadays have got a much more cost-savvy alternative which allows them to
make use of computing resources in an on-demand, utility-like fashion [1].

1 In the following, we will also make use of the term “workflows” to name the auto-
mated parts of business processes.
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To the best of our knowledge, so far, little effort has been put into the in-
vestigation of methods and tools to integrate automated process execution and
Cloud Computing in order to realize so-called elastic processes [2].

Nevertheless, scalability and cost-effective allocation of single tasks and appli-
cations have been observed by many researchers, e.g., [4]. So far, applications are
mostly regarded in isolation, i.e., a process perspective across utilized resources
(software, hardware, humans) is typically not applied. While Cloud resources
have been used for executing scientific workflows [3], Service Level Agreements
(SLAs) are typically not as much a concern in this domain as they are for busi-
ness processes. In our experience, there is a lack of a BPMS able to carry out
many service-based workflows in parallel, estimate their current and future re-
source demand under given Quality of Service (QoS) constraints, and allocate
resources dynamically to meet their individual SLAs. This needs analysing the
process to discover which of its steps determine the performance of its execution
and prioritising them, allocating resources to services to address demand and
balancing load on the resources by moving services between them.

Within this demo paper, we will present our Vienna Platform for Elastic
Processes (ViePEP) [6], which is a research-driven, prototypical BPMS capable
to execute elastic processes, monitor the current utilization of invoked resources
as well as reason about future resource demands, and carry out necessary actions.

2 System Overview

In this section, we present the overall system architecture of ViePEP as depicted
in Figure 1. Within ViePEP, processes are modeled making use of a XML-based
description format, which also defines non-functional constraints and preferences
for each process step. Each process step is mapped to a particular service which
is able to fulfill it. The execution of processes is constantly monitored and the
results are fed to a centralised manager. Based on the monitoring data, and
knowledge about current and future process instances and their individual non-
functional requirements, it is possible to reason about the best allocation of
services to Virtual Machines (VMs) as well as more general actions, e.g., starting
and terminating servers.

Figure 1 shows an overview of ViePEP using an FMC Block Diagram. Both
the BPMS and Backends are running inside dedicated VMs. For the sake of
simplicity, only one Backend VM is depicted; however, an arbitrary number of
Backend VMs may be invoked. The BPMS consists out of the following main
components:

– The Workflow Manager controls the workflow executions. It invokes the
services step by step. Before each invocation, it queries the Load Balancer for
the best fitting service instance for the next step. In addition, the Workflow
Manager measures service-specific QoS data like response time.

– The Load Balancer retrieves the actual VM states from the shared memory
and is responsible to balance the service invocations, so that the system load
of all Backend VMs does not exceed a predefined threshold.
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Fig. 1. Framework Architecture

– Reasoning is performed in order to estimate the future resource demand and
optimize the overall process landscape, e.g., by choosing between different
actions like duplicating, or moving Web services from one VM to another
or starting and terminating servers [4]. For this, dynamic resource and cost
information must be taken into account in order to decide how to utilize
resources in a cost-efficient way while guaranteeing the non-functional con-
straints of each process step or overall process, respectively.
In ViePEP, the Reasoner is responsible for reasoning and optimization of
the process landscape. It requests information about future workflow instan-
tiations and service invocations from the Workflow Manager. Furthermore,
it retrieves the status of all Backend VMs from the shared memory and com-
municates with the Load Balancer in order to decide whether a particular
Backend VM is sufficient to carry out a service, if another VM hosting that
service needs to be started, or if a VM can be stopped due to low load.

The ViePEP-enabled Backend VMs contain the following components:

– An Application Server (here: Apache Tomcat) hosting a Web service.
– A Monitor is part of the Application Server. After an elastic process has

been modeled and the corresponding workflow executed, it is necessary to
monitor the current resource workload as well as the non-functional behavior
of the single invocation services. Therefore, ViePEP allows to monitor the
CPU and RAM utilization of all Cloud servers within a system. Monitoring
data is stored in a shared memory based on Tuple Spaces, allowing the
ViePEP BPMS to access the status of all running VMs.

– The Action Engine is responsible to execute commands to the Application
Server. It gets according commands from the Reasoner through the shared
memory data structure. It can copy the whole system state and start a new
VM or shut itself down if necessary.
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3 Demonstration

At this point, ViePEP is a fully functional research prototype. In the demo, we
will show how the different functionalities (monitoring, reasoning, optimization)
as presented in Section 2 can be used in order to control an elastic process
landscape. We apply the perspective of a provider of elastic processes, i.e., a
broker who gets workflow requests from clients and automatically provides the
Cloud resources to execute the according workflow steps (services). For this, we
show how a workflow is added to an existing system landscape and consequently
executed. We apply a simplified example workflow from the energy domain. For
reasons of simplicity, we are applying only one workflow model; however, the
model is instantiated several times in parallel in order to show how changing
loads on a VM leads to the start and termination of VMs.

We will show how the monitoring data is visualized and consequently exploited
in order to assess current resource demands. Furthermore, we will compute
future workflow instantiations and service invocations. Based on this, it is
possible to derive the future resource demand and consequently carry out
actions as explained above. The according screencast can be found at http:

//www.infosys.tuwien.ac.at/prototypes/ViePEP/ViePEP index.html
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