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Abstract. Supporting adaptive processes in tackling emergencytisinga such
as disasters, is a key issue for any emergency managemesemsys such sit-
uations, various teams are deployed in many sites, at tie-émd or back-end
of the situations, to conduct tasks handling the emergebaytext information
is of paramount importance in assisting the adaptation egettasks. However,
there is a lack of middleware supporting the managementmegbinformation
in emergency situations. This paper presents a novel framkeivat manages and
provides various types of context information requiredddapting processes in
emergency management systems.

1 Introduction

Supporting emergency situations (e.g., disaster resgpnoseld benefit a lot from the
recent increasing availability and capability of computevices and networks. Perva-
sive devices have been widely used to capture data for angoainate the manage-
ment of tasks at disaster fields. Communication networks behging collected data
to the back-end center, and at the back-end, high perforenemmputing/Grid sys-
tems and data centers can conduct advanced disaster maragasks. Still, there are
many challenging issues in order to utilize advantagesdirbloly pervasive computing,
mobile networks, and Grid computing for supporting the nggmaent of emergency
situations.

Take the scenarios being supported by the EU WORKPAD prffétas examples.
Aiming at supporting natural disaster responses, the feodtof the WORKPAD sys-
tem will assist teams of human workers by providing servihasare able to adaptively
enact processes used in disaster responses. On the on¢hlesedservices are executed
on mobile ad-hoc networks whose availability and perforoesare changed frequently.
On the other hand, processes carried out in disaster sosrag normally established
on demand and changed accordingly to meet the current sifafus disaster scenarios.
It means that depending on the context of specific scenddsks conducted during
the scenarios can be altered, either in an automatic fasihiarmanual one controlled
by team leaders. Therefore, it is of paramount importanatttiese services are able
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to use context information to adjust the enactment and lootkgtion of processes. This
leads to a great demand for frameworks that can be used taprand manage various
types of context information. However, most of existing o information manage-
ment middleware are targeted to indoor and small scale@mvients, e.g., as discussed
in [8]. There is a lack of similar middleware for emergendyations. The environment
in which supporting tasks for emergency situations areqgoeréd is highly dynamic
and unstructured.

In this paper, we discuss ESCAPE, a peer-to-peer basedxt@viare framework
for emergency situations with the focus on crisis situatjauch as disasters, in per-
vasive environments. We present the design and impleniemtat the context man-
agement services within ESCAPE that can support multiglsmteworking at different
sites within many responses for emergency situations teatand share various types
of context information. ESCAPE is able to manage relevantexd information which
is described by arbitrary XML schema and required for emargeesponses, and to
provide the context information to any clients. In this papee also illustrate early
experiments of the current prototype of the framework. TBE€BPE framework is an
ongoing development. Therefore, in this paper, we only $amu the discussion of the
management and provisioning of context information in eyaacy situations at mid-
dleware layer, instead of presenting adaptation techsigqud applications.

The rest of this paper is organized as follows: Section 2udises the requirement
and motivation. Section 3 presents the related work. Thbiteature of the context
management services is described in Section 4. We desbebmanagement of con-
text information in Section 5. Prototype implementatiomiglined in Section 6. Ex-
periments are illustrated in Section 7. We discuss exiggages in the framework in
Section 8. We summarize the paper and discuss about the futuk in Section 9.

2 Requirements and Motivation

Effective responses to an emergency situation (e.g, aalatisaster) require key infor-
mation at sites where the situation occurs in order to oggrttie decision making and
the collaborative work of teams handling the emergencyt&drinformation can sub-
stantially impact on responses to the situation. The kehédosticcess of responses to
an emergency is to have effective response processes whielstaially established on-
demand and changed rapidly, depending on the context oftttagien. Such effective
response processes cannot be achieved without undergjatheéi context associated
with entities inherent in the situation. Required contakbimation related to entities at
each site in the emergency situation is related to not omlygeperforming responses,
for example, information about team member tasks, statwewtes, networks, etc.,
but also entities affected by the emergency situation, asafictims and infrastructure.
To date, context information is widely used in context-ansystems but most of them
are not targeted to emergency scenarios.

In our work, we consider the support to the management obuarkinds of emer-
gencysituationssuch as disasters (e.g., earthquake and forest fire). Insstwetions,
many supporteamsof individualswill be deployed, as soon as possiblesigds(e.g., a
village) where the situations occur in order to conductaditinresponsege.g., to res-



cue victims). All members of the teams will collect varioypés of data and perform
different tasks, such as relief works or information gaitingrfor supporting response
tasks. Within emergency situations, teams are equippdddiierse types of devices
with different capabilities, such as PDAs and laptops. €raevices have limited pro-
cessing capacity, memory and lifetime. Moreover, the ugdey network that connects
these devices together is established as a mobile ad-hwonkéh which usually a few
devices can be able to connect to the back-end services.diticardto professional
teams, teams of non-professional volunteers can also ablisbied in a dynamic fash-
ion. Given the current trend in mobile devices consumptinany people have their
own networked PDAs and smart phones which can be easily aseghport emergency
situations.

Moreover, as teams in the site may perform tasks in a dang@&mironment and
the teams lack a strong processing power and necessarytdafegnt-end teams may
need support from teams at the back-end. This requires usrntext information
at the back-end due to several reasons. For example, tedinestatck-end can use con-
text information to perform other tasks that could not bealbp the front-end teams.
Furthermore, as people at the front-end are working in dangeenvironments, latest
location information (one type of context information) afgple who are in dangerous
environment can be used for, e.g., to rescue them in casathéy danger.

To support the above-mentioned scenarios, context-awppmst systems for emer-
gency situations using mobile devices and ad-hoc netwaalte to be developed. An
indispensable part of these systems is a context managenidaieware which must
be able to collect various context information related ® émergency situation. Such
context information will be utilized at the site by multipleams and by the back-end
support teams. As the middleware has to be deployed in @nstt devices, various
design issues must be considered. Since devices do not tsk@Eng communication
and processing capability, the network of teams is unsiredtand the operating en-
vironment is highly dynamic. As a result, context infornoatiis exchanged between
various peers in a dynamic and volatile environment. Tloeegfa P2P (peer-to-peer)
data exchange model is more suitable.

Context management services have to exchange contextiafian with many sup-
porting tools, such as GIS (Geographic Information Sysjeansl multimedia emer-
gency management applications. Moreover, we have to makérant-end services
interoperable with the back-end (Grid-based) serviceslwhiight belong to differ-
ent organizations. As a result, SOA-based models and tgeasiwill be employed in
the management and dissemination of context informatiothis aspect, the middle-
ware operates on Pervasive Grid environments [17]. Howéwecontext management
framework for emergency scenarios should be flexible or ls#lyeadapted to han-
dle context information specified by different models at tiple levels of abstraction
since context information in emergency situations is navkm in advance. In this re-
spect, the framework should support an extensible data lmede XML, and query
mechanism, e.g. XQuery [31] and XUpdate [33]. Then, varfdug-ins used to handle
specific cases, such as sensors, event naotification, eveditiom action, etc., could be
seamlessly integrated into the framework to support sanagpecific scenarios.



3 Redated Work

Several studies of context-aware systems have alreadydoeelucted, such as in [8].
In this paper, we concentrate our study only on existing eiddre for managing con-
text data. RCSM [35, 5] is a middleware supporting contersiive applications based
on an object model. The JCAF (Java Context Awareness Frarkaupports both the
infrastructure and the programming framework for deveigpiontext-aware applica-
tions in Java [4, 10]. JCAF is based on the peer-to-peer ntmgdt does not support
automatic discovery of peers or a super-peer. Moreovercehemunication is based
on Java RMI (Remote Method Invocation). The AWARENESS proj#] provides an
infrastructure for developing context-aware and provacpplications. It targets to ap-
plications in mobile networks for the health care domaine PACE middleware [15]
provides context and preference managements togetheranpttogramming toolkit
and tools for assisting context-aware applications toestaccess, and utilize context
information managed by the middleware. PACE supports ctaeare applications
to make decisions based on user preferences. The GAIA piisjecCORBA-based
middleware supporting active space applications [26]. &Attive space has limited
and well-defined physical boundaries so GAIA is not suitdbteemergency manage-
ment. It is targeted to small and constrained environmecih s smart homes and
meeting rooms. The CARMEN middleware [11] uses CC/PP focrigisg metadata
of user/device profiles while the Mercury middleware propet [28] describes user,
terminal, network, and service profiles using CC/PP. We mfeskthat most of above-
mentioned middleware do not support a variety of contexa daterent in emergency
situations. Furthermore, most of them are targeted to im davironment and do not
support scenarios of collaborative teamwork in emergeitegtions in which front-end
teams and back-end systems are connected and exchange atfotenation through
a large scale and highly dynamic environment.

Relational databases are widely used to store contextnaton. For example,
[24] stores context information about geography, peopteeaquipments in a relational
database. In [20], Location historical information is sibiin a database that can be
accessed using SQL. The PACE middleware provides a conterbgement whose
back-end is a relational database [15]. The Aura contertinétion service is a dis-
tributed infrastructure which includes different infortioa providers [22]. Context-
aware applications can subscribe to middleware in ordebtaio context information
through subscription/notification [24, 10] or can quernyoimhation stored in persistent
databases, e.g., in [15]. We take a different approach iclmivie rely on XML-based
information and XQuery/XPath for accessing context infation. It helps to facilitate
the integration with different types of application and pap the extensibility and gen-
eralization of the middleware in handling different typésontext information.

Context information is also widely utilized in personal &pations in pervasive
computing such as electronic communication [25], in officd aducation use, e.qg., for
monitoring user interactions in the office [30], for managpresentations in meeting
rooms [16], and for office assistants [34]. In [9], conteXbimation in hospitals is
used in context-aware pill containers and hospital beds 2scribes how context
information can be used in logistics applications. Our wisrklifferent as we aim at
supporting emergency management applications which meguoiich diverse context



information and operate in a highly dynamic environmente ORCHESTRA [3] and
OASIS [2] projects focus on disaster/crisis managementgehler, they do not aim at
supporting context-awareness.

4  Architecture of ESCAPE Context Management Services

4.1 Architectural Overview
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Fig. 1. Architecture of the ESCAPE context management framewarkfieergency situations

Figure 1 presents the architecture of the ESCAPE contexageament framework
which includes context information management servicd®@&3) and the back-end
support system. Each individual’s device will host an instaof the CIMS used by the
individual who is responsible for collecting and managiogtext information related
to the individual. As individuals are organized into teamach team will establish a
network of CIMSs. For each team, one CIMS whose hosting édvis more powerful
capability, such as the device of the team leader, will ac asper peer. This super
peer will periodically gather context information availatin CIMSs within its team
and then push the context information to the back-end systéfithin a team, we use a
simple peer structure: all peers are equal and there is mafding mechanism among
peers. Any peer which wants to obtain context information prowidey another peer
just directly queries or subscribes context informatiamfrthe provider.

At the back-end, we store context information into a sitationtext information
management service (SCIMS) which keeps all the context idddited to a situation.
By using this information, various support teams at the ket can utilize rich data
sources and computing services to support teams at sitdbeFunore, the context in-
formation managed by SCIMS can be used for post-situatiodies. Two different
teams can exchange context information by either using #uk-bnd systems, e.g.,

! This is only at context management middleware level. Theetlpithg network can support
multi-hop communication, depending on mobile ad-hoc nétwwechniques employed.



in case the teams are not located in the same site or the metmonection among
two teams is not available, or utilizing the team leader CldSearching team leader

devices in the network.
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Fig. 2. Overview of the context information management service

Figure 2 presents the architecture of a context informati@magement service
(CIMS) which is used to manage and provide context inforomatt an individual's
device. TheWeb Services Client AR used to communicate with other Web services.
The SOAP serveprovides features for building services based on SCH (Ser-
vice Location Protocol) component supports team servieeridements and discov-
ery. The two componengervice DiscovergndTeam Managememtill be responsible
for discovering other CIMSs and for managing CIMSs beloggmthe same team, re-
spectively. TheQuery and Subscriptionoomponent is responsible for processing data
guery and subscription requests from any clients. Daga Aggregation and Publish
component gathers context information from various peedspblishes the informa-
tion to the back-end. Theensor Executads responsible for controlling internal sensors
collecting context information. These sensors are consitias plug-ins of CIMS. The
context information gathered at each CIMS will be storedheltightweight Data Stor-
age

4.2 Service Discovery and Team Management

A CIMS will publish information about itself by exploiting uiticast service discovery
based on SLP (Service Location Protocol)[27]. Each CIMSeiscdbed mainly by a
triple (team D, individuallD, serviceURl) inwhicht eam Dis used to
identify the team; all instances of CIMS within a team wilMedhe samé eam D. The
elementi ndi vi dual | Didentifies the individual whose device manages the CIMS
whereasser vi ceURI specifies the URI of the CIMS. This triple information will be
mapped into SLP advertisements. Based on that, servicewdisccan be performed.
A CIMS will publish its service information periodically dnwill keep a record
of this information of all CIMSs in its team. A CIMS will checks team members
regularly by pinging them. By doing so, each CIMS has an ugéte record of all its
team members. Currently, we use a configuration file to spéuéf intervals based on
which CIMS should publish its information and check its teaembers presence.



4.3 Publishing and Querying Context I nformation

In our framework, context information will be collected biffdrent clients and moni-
toring sensors (software- and hardware-based sensoMBLWill provide interfaces
for these clients and sensors to publish and query contéxniration. Being able to
handle different kinds of context information, CIMSs wit@ept any type of context
information that is described in XML format, without knovgthe detailed representa-
tion of context information.

CIMS provides two mechanisms for sensors/clients to phlui@itext information.
We distinguish two cases: sensors execution will be andwtlbe controlled by CIMS.
In the first case, sensors will be invoked directly by CIMS géugyin. To support this,
we develop a generic interface that sensors should implefkis interface includes
three main methods nameeét Par anet er s, execut e andget Cont ext | nf o,
allowing CIMS to initialize sensors, invoke sensors insemand obtain XML-based
context data without considering how the sensors are imgitéed. In the second case,
CIMS provides Web services operations for any sensorafsli® publish context in-
formation. To retrieve context information, clients haweise Web services operations
provided by CIMS. Clients can also specify XQuery-basediests in searching for
context information from a CIMS.

4.4 Customized Middleware Components

Supporting reconfigurable middleware components is ingmbiin pervasive environ-
ments since specific platforms, e.g., PDA or laptop, have kitome of varying capa-
bilities and support technologies that should be explodifferently. We identify two
main components within the CIMS that should be reconfiguced@ling to underly-
ing platforms:Query and Subscriptioand Lightweight Data StorageAs we aim at
supporting different kinds of context information, the t®tt management framework
does not bind to any specific representations of contextriméition as long as the rep-
resentations are in XML. Using existing tools like Xerce} 4nd kSOAP2 [19], we
are able to generate and process XML data in constrainedetevilevertheless, sup-
porting advanced XML processing functions, such as quedywgriate of XML data
with XQuery [31] and XUpdate [33], in constrained capabitievices is very limited.
Our Lightweight Data Storagés based on eXist XML database [12] when a CIMS is
deployed in normal devices supporting Java SE (e.g., [p@iherwise, the storage
will be based on a round-robin model in which context infotiorais stored into XML
files, and XQuery processing is based on MXQuery [23] whichlightweight XQuery
engine for mobile devices.

5 Management of Context I nformation

5.1 Context Information Level

In emergency situations, context information will be colkdl by and exchanged among
individuals and teams within different scopes of knowledgg. within the knowledge



of an individual or a team at a site during a response or thdesituation. There-
fore, we support five levels of knowledge in which contexbimfiation is available:
individual, team, site, respons@dsituation Theindividuallevel indicates the context
information within the knowledge of an individual. It meathsat context information
is either associated with or collected by an individual. Téamlevel indicates context
information gathered from all individuals of a team. Tite level specifies context in-
formation collected from all teams working on the same siemgas theesponsdevel
indicates context information gathered within a respoiige.situationlevel specifies
all context information gathered during the situation. Titie levels of knowledge pro-
vide a detailed structure of context information. Basedhat,tcontext information can
be efficiently shared among teams and utilized for diffepemposes.

5.2 Storageand Aggregation of Context I nfor mation

A single level/place in storing context information, suchanly at the team leader
device, is not suitable for emergency situations. In suttrabns, teams at sites are
equipped with devices which are not always highly capabté the network is nor-
mally not reliable. Therefore, rather than relying on celiged managers, we believe
that context information should be provided by and exchdragaong individuals in a
dynamic fashion. Context information in emergency sitwatinust be widely shared
among different teams at different places and be storeddfsirgituation studies. Thus,
context information exchange should not be limited in algingam/place.

Addressing two different storage mechanisms, distribstedage information in
mobile devices and in high-end systems is a challengingis3ur context management
services support any kind of context information modelekKML. At each CIMS,
context information sent by sensors to the service is mahimgecords. Each record
is represented as a trip{eé ndi vi dual | D, ti nmestanp, contextDataURIl)
wherei ndi vi dual | Dis the unique identifier of the team membeer,nest anp is
the time at which the context information was collected, @odt ext Dat aURI is the
URI specifying the location from which detailed contextdmhation can be retrieved.
The detailed context information can be stored into files b >databases, depending
on the capability of the hosting device. As mobile devicegehalimited resource and
context information will partially be stored in the backeeservices, not all context
information will be kept in a device. Instead, we employ amduobin mechanism to
maintain existing context information stored in each CINI@pending on the device
capability, the round robin database mechanism may beaglax

As mentioned before, context information will be collecttdCIMSs which hold
the context information at the individual level. Aggregatbf context information with
in a team will be conducted by the team leader. Context in&ion will be available
from different places, and the information has to be storest the time. At a time
t, the newest instance of context information collected itedaa snapshotof con-
text information. We consider the management of contexdrinftion at five levels:
within a device managed by an individual, within a team, with site, within a re-
sponse, and within the whole situation. Consequently, we fige different types of
snapshots in the scopes of the above-mentioned levelsniggate timeline of situ-
ation responses, various teams are deployed and contexinafion associated with



the situation is collected by the teams. Since responseitinaecritical issue in the
management of emergency situation and the devices usedlihated capabilities,
we employ simple mechanisms to manage context informatienciz ; (level, time)
wherelevel € {individual,team, site, response, situation} denote a context snap-
shot within alevel at a giventime. Within a team, each member monitors and col-
lects context information which will be stored and updatazhlly. A snapshot of con-
text information stored in a device is associated with a st@@pt and is denoted as
ctxs(individual, t). Depending on the capabilities of the device, the numbenaps
shots kept in a device could be limited to a pre-defined value

The context information collected by a team will be storedperarily at the team
leader device or pushed back to the back-end service peaibdby CIMS of the team
leader. At a given time, ctz(team, t) will be a fusion of{ ¢tz (individual, t)} for all
individual belonging to the team. Similarlytz s (site, t) is a fusion of{ ctz s (team, t) }
for all teams within the site;tz (response, t) is a fusion of{ ctx (site, t)} for all sites
involved in the response. The snhapshot of the situatibn,(situation, t), is defined
as a fusion of ¢tz (response, t)} for all responses conducted in the situation. While
context information aindividualandteamlevels is available at the front-end, the infor-
mation of the other levels is available at the back-end systely.

5.3 Provenanceof Context | nfor mation

All context information gathered could be tracked throughprovenance support. We
design a generic XML schema based on that provenance infaammaf context in-
formation can be described. Figure 3 describes main elenwdrihe schema used to
describe provenance information. This representatiawallus to specify detailed in-
formation about the five levels of knowledge by using elerment uati on, site,
response, teamandi ndi vi dual . The detailed content of provenance informa-
tion about these levels can be described in XML and encodecsimg <! [ CDATA[ "
"1] > section. The elemerttol | ect edAt indicates the time at which the context
information is collected while elemenbnt ext Dat aURI specifies the URI through
which context information can be retrieved.

The framework will automatically store provenance infotima into the back-end
system whenever context information is pushed back to tlek-bad system. Prove-
nance information is important because it allows us to ¢ateeall gathered context
information to its sources and creators, providing tracapgability and improving the
understanding of actions performed within emergency sdna.

6 Implementation

To implement the architecture mentioned in Section 4, weleynarious libraries for

handling Web services and XML on mobile devices such as kSJAB] and CDC-

based Xerces[6]. XQuery/XUpdate supports are based ort € and MXQuery

[23]. Our current prototype is implemented in Java ME CDC R®DA and can be
customized with Java SE-based libraries for normal laptopsxploit advanced Web
services and XML capabilities.



<Xsd: conpl exType name="Cont exProvenance >
<xsd: sequence>
<xsd: el ement nane="provenanceEntry" type="tns: Cont ext ProvenanceEntry"/>
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType nanme="Cont ext ProvenanceEntry" >
<xsd: sequence>
<xsd: el enent name="situation" type="xsd:string"/>
<xsd: el enent name="site" type="xsd:string"/>
<xsd: el ement name="response" type="xsd:string"/>
<xsd: el enent name="teanm' type="xsd:string"/>
<xsd: el ement nanme="indi vi dual " type="xsd:string"/>
<xsd: el enent name="col | ectedAt" type="xsd: dateTime"/>
<xsd: el ement name="context URI " type="xsd:anyURl "/>
</ xsd: sequence>
</ xsd: conpl exType>

Fig. 3. Schema (simplified) for describing provenance of conteirination

In our implementationService DiscovergndTeam Managemeiatre implemented
on top of jSLP [18] which is a lightweight Java implementatiof SLP for mobile
devices. We use t8OAP servein Sliver BPEL [14] and implement our service-based
components on top of that. Sliver supports both TCP sochséd and Jetty HTTP-
based communications. Within a team, CIMSs can communiggtesach other using
SOAP by selecting one of those communications.

The back-end context information service is currently iempénted based on eXist
XML database [12]. CIMSs push data to back-end services ing ke REST (Repre-
sentational State Transfer) interface provided by eXistlose.

7 Experiments

7.1 Experimental Application: Supporting Disaster Responses

One of the main motivations for developing this frameworkasise it in supporting

disaster responses in the WORKPAD project [29]. Being abledllect and provide

context data relevant to disaster responses is the keytsghe WORKPAD adaptive

process management systems used by team leaders to plangesgtivities. Further-

more, context information is required by the disaster mansnt support based on
geographic information systems (GIS). To this end, we haweldped a novel context
information model for disaster managements. Figure 4 descmain concepts of the
first version of the WORKPAD context information model whicéin describe various
context information inherent in a disaster response.

In the case of disaster responses, the five levels of knowlablgut context informa-
tion aresupport worker, support team, disaster site, disasteraasp, disastewhich
are mapped tondividual, team, site, response, situatjoespectively. In order to test the
current prototype of our framework, we use many simulatedees whose functional-
ities are exactly the same as that of real sensors, excaghthaontext information is
automatically generated from simulation configuratiorapagters.



Fig. 4. WORKPAD context information model in disaster responses

7.2 Testbed

Figure 5 describes our current testbed. We setup a testbietl imcludes 3 iPAQ 6915
PDAs (Intel PXA 270 416 MHz, 64 MB RAM, Windows CE 5.0, 2GB extal Min-
iSD, IBM J9 WebSphere Everyplace Micro Environment 6.1)gdl BPS M1210 (Intel
Centrino Duo Core 1.83 GHz, 2GB RAM, Windows XP) noteboold arDell D620
(Intel Core 2 Duo 2GHz, 2 GB RAM, Debian Linux). Devices in tiestbed are con-
nected through a mobile ad-hoc network based on 802.11b.MSG$ deployed on
each device and the Dell D620 laptop is designated as thevgat® the back-end.
In our setting, the mobile ad-hoc network bandwidth is ladito 220 Kbits/s but we
observed that the average bandwidth is around 150 Kbitéis.bRck-end system is
based on a Dell Blade (2 Xeon 3.2 GHz CPUs with Hyperthregd®B RAM, and
Ubuntu Linux). We use simulated sensors to produce contégtrnation according
to the WORKPAD context information model. In our experingnie focus on pre-
senting some preliminary analyses of data transfers andgea of accessing context
information using XQuery.

100 ME/s

Y

802.11b
Mobile adhoc network

Del-R620

rome@VITALAB
eXist database

Front-end teams
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Fig.5. Testbed deployment



7.3 Performance Analysis

2400

3500

! ! Jétw HTT‘P-based‘ data trlansfer LA Concdrrent data transf‘er with 10 KB/re‘ques: —
TCP socket-based data transfer ---x--- 2200 F Concurrent data transfer with 20 KB/request ---x-=-""{
3000
2000 k
2500 1800 | ,x") 4
2000 1600 //’ -

Time (ms)

1400 - q

Time (ms)

1500 1200 F 4

1000 1000

800

500
600 |-

5 10 15 20 25 30 35 40 45 1 2 3 4 5
Data (KB) Number of connections

Fig. 6. Data transfer between a CIMS membBiy. 7. Concurrent data transfer between a CIMS
(PDA) and CIMS team leader (laptop) (PDA) and its client (laptop)

In the first scenario, we consider a team including five membEiree members
use PDAs and two members use laptops in our testbed. The B20 [3 designated as
the device of the team leader. Figure 6 shows Jetty HTTPebase TCP socket-based
data transfers between a CIMS deployed in a member and a Cégigykd the team
leader. Overall when the data size is smaller thaiB the performance is almost the
same. However, TCP socket-based data transfer outperftettysHTTP-based when
the transferred size is increased. We also found that the Si€ket-based communi-
cation in Sliver is not quite stable. Therefore, in the falilog experiments we relied
on Jetty HTTP-based communication. Figure 7 presenteddheucrent data transfer
tests between a CIMS in a PDA and a client in the Dell D620. Wihaurbling the data
size from 10KB/request to 20KB/request, with the numberasfaurrent connections is
smaller thar8, the transfer time increases but not substantial. Howewtrmore than
3 connections, the transfer time increases significantlis $hggested that we should
not use multiple concurrent connections to transfer a ldege size to PDAS. Moreover,
PDAs might not be used as team leader device in case the nuhtesrm member is
large and there is a need to transfer large amount of data.

In the second scenario, we modeled a system including fanmgeTwo team lead-
ers use PDAs and two team leaders use laptops. CIMSs runnidgwices of the four
team leaders will gather information of teams and send timéesd information back
to the back-end system. Non-leader members of a team aréasgtithrough sensors
that send data to the team leader. CIMS of each team leader ttmaek concurrent con-
nections to the back-end system and sent totally approgih@B every 5 seconds.
We conducted the tests in which from one team to four teantdata simultaneously,
and measured the average execution time in 5 minutes riiin3kiis scenario, all de-
vices connect to the back-end through the designated rDeteD620. Figure 8 shows
the performance of transferring data from team leader éewit the back-end system.
Overall, we observed that the performance of CIMSs in PDAlffsrent. These behav-
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Fig. 8. Performance of transferring data to the back-end system

iors need to be examined in more detail by analyzing how tickJead system handles
requests from teams. The transfer time also increasedglilmntest because the eXist
database had to handle more XML documents in the same ¢oflect

All performance data presented are average values detedrfriom various runs.
We observed there is a high variation between different mrigDAs. For example,
when measuring parallel data transfer with 3 connectiotis 20 KB, the fastest trans-
fer time is 190 ms whereas the slowest transfer time is 517Wasalso observed that
storing the whole big XML document in SCIMS is much fasterrthgpdating small
XML data fragment into an existing XML document using XUpelathen the frame-
work stored context information into separate XML docunsemtd all provenance in-
formation into a single XML document. It means that it wouédldetter to store multiple
small XML documents than merge them into a big one. Sincerimaéwork focuses on
bringing data to the back-end system quickly we changed #yewe stored provenance
information. Instead of storing all provenance informatioto a single document, we
store provenance information in separate files.

7.4 Search for Relevant Context | nformation

As contextinformation is described in XML, relevant cortteformation can be searched

by using XQuery. We outline few examples in the following.

Team A wants to reach to a place “P”. Let's check unusable bxhd to “P”:
this can be done by the team leader when deciding to move dine te a new place.
Another team might approach “P” before and notice unusal@ds leading to be “P”.
The following query can be used to find out roads which are aiples

for $infrastructure in collection(’'/db/contextinformation’)//includelnfrastructure
where $infrastructure/category="ROAD' and $infrastructure/condition="UNUSABLE"
return $infrastructure

Let's send one worker to place “P” to take a phofthis can be decided by the team
leader when she/he needs to send some support workers iatelgdd one area, e.g.,
for taking a photo needed for a further analysis. The teadeleéor example, can obtain
the location information of the support workers, and dejragndn this information, the
leader can assign the task to those people who are near tpldtat Similarly the
team leader can also look for the activities that the supporkers are performing and
assign the new task to those who are doing activities with pe®rity. We can retrieve
this information from team level context by using the foliag query:



for $worker in collection(’db/contextinformation’)//SupportWrker
wher e $wor ker// hasCanera and $wor ker/ bel ongsTo/ descri pti on="Team 1"
and $worker//Activity/status="LOW

return $worker

8 Discussion of Existing I ssues

One of the main issues about context information manageimém quality aspects of
context information such as incompleteness, duplicati@hiaconsistency. For exam-
ple, considering the case of context information aggregatince the team leader will
pull and fuse the latest snapshot from members, it is pas#ilit the team snapshots
will miss some information when more information sent to amber than retrieved
from the member. However, if we reduce the polling intertlad, team snapshots may
include duplicate contextinformation. This issue is welblwn and many methods have
been proposed to address it. However, context informasianliected by using mobile
devices which do not have enough capabilities to condusktimeethods. Therefore,
in our framework, checking quality of context informatiooutd be implemented as a
plug-in for the CIMS.

Another issue is the data aggregation at CIMS. Each contexagement service
retrieves various types of context information from diéfiet sensors and clients. The in-
formation may follow the same model (e.g., in the exampldefVORKPAD project)
but in practice, different sensors provide different imfiation fragments at different
times. Therefore, not only the context management senasédmanage multiple frag-
ments of information but also we cannot put the informati@gients into a coherent
view even they follow the same model. When context infororatioes not follow the
same model, CIMS cannot merge information fragments. Hewéw case context in-
formation follows the same model, we can merge informatragrnents into a single
one. We can merge data fragments received in a predefinedwstime into a single
one, for example based on approximate XML joins [13] or usfiupdate/XSLT[32].
In doing so, we could define plug-ins for CIMSs. However, thight be applicable
only to high-end mobile devices as we observed performastees in updating XML
documents in Section 7.3.

Since context information is gathered from various placgsdrious teams, it is
important to automatically process context informatiore ¥éuld define rules based
on which context information can be evaluated and corredipgractions can be per-
formed based on the evaluation of context information,, énform relevant parties
about new emerging issues. To this end, we can apply ruled®stems, event condi-
tion action (ECA) and complex event processing (CEP) coisdepthe CIMS and the
SCIMS.

9 Conclusion and Future Work

Adapting tasks in emergency situations is an important aogdired feature because
both human teams and processes involved in disaster soeae established in a dy-
namic manner and are changed on-demand, depending on s#cifitions. In this



paper, we have presented a novel, generic framework for giggand providing con-
text information in emergency situations, such as natusasters. We have developed
a P2P context management framework that is able to suppdtipfadevels of context
information such as individual, team, site, response atudtson. We have presented
how context information management services in ESCAPE imelpaging and provid-
ing context information to teams at both front-end and bewc#-sites of the emergency
scenarios. We also presented performance analysis ofstensyand outlined ESCAPE
functions for the disaster response management in the EU K\®AR project. The
ESCAPE context management services are based on a SOA nmodalijgport XML-
based context information. Thus they can be easy used agglated into emergency
situation support systems.

We have not presented different application scenarioste@tly, applications uti-
lizing our framework, such as adaptive process managenmehGaS-based disaster
management systems, are being developed. Our future wtku#ly achieve the pro-
totype implementation by addressing issues mentioned d@tid®e8 and focusing on
adaptive aspects within the framework. Moreover, we arekimgron utilizing context
information for adapting processes in disaster responses.
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