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Abstract. The performance of message passing programs can be chal-
lenging to comprehend. In previous work we have introduced SCALEA,
which is a performance instrumentation, measurement, analysis, and vi-
sualization tool for parallel and distributed programs. In this paper we
report on experiences with SCALEA for performance analysis of two re-
alistic MPI codes taken from laser physics and material science. SCALEA
has been used to automatically instrument - based on user provided di-
rectives - the source codes, to compute performance overheads, to relate
them to the source code, and to provide a range of performance dia-
grams in order to explain performance problems as part of a graphical
user interface. Multiple-experiment performance analysis allows to com-
pare and to evaluate the performance outcome of several experiments
which have been conducted on a SMP cluster architecture.

1 Introduction

Message passing serves as an effective programming technique for parallel ar-
chitectures and also enables the exploitation of coarse-grain parallelism on dis-
tributed computers as evidenced by the popularity of the Message Passing In-
terface (MPI).The performance of parallel and distributed message passing pro-
grams can be difficult to understand. In order to achieve reasonable performance
the programmer must be intimately familiar with many aspects of the appli-
cation design, software environment, and the target architecture. Performance
tools play a crucial role to support performance tuning of distributed and parallel
applications.

* This research is partially supported by the Austrian Science Fund as part of the
Aurora Project under contract SFBF1104.



We have developed SCALEA [11,10] which is a performance instrumentation,
measurement, analysis, and visualization tool for parallel and distributed pro-
grams that focuses on post-mortem and on-line performance analysis for Fortran
MPI, OpenMP, HPF, and mixed parallel programs. The approach supported by
SCALEA is that it seeks to explain the performance behavior of each program
by computing a variety of performance metrics based on a novel overhead classi-
fication [11,10] for MPI, OpenMP, HPF and mixed parallel programs. In order
to determine overheads, SCALEA divides the program sources into code regions
and locates whether the performance problems occur in those regions or not. A
highly flexible instrumentation and measurement system is provided which can
be controlled by program directives and command line options.

A data repository is employed in order to store performance data (raw per-
formance data and performance metrics) and information about performance
experiments (e.g. source codes, machine configuration, etc.) which alleviates the
association of performance information with experiments and the source code.
SCALEA also supports multiple-experiment performance analysis that allows
to compare and to evaluate the performance outcome of several experiments.
A graphical user interface is provided to view the performance at the level of
arbitrary code regions, processes and threads for single- and multi-experiments.

The rest of this paper is organized as follows: Related work is outlined in
Section 2. Section 3 presents an overview of SCALEA. Experiments that demon-
strate the usefulness of SCALEA are shown in Section 4, followed by conclusions
and future work in Section 5.

2 Related Work

Paradyn [7] uses dynamic instrumentation and searches for performance bot-
tlenecks based on a specification language. Performance analysis is done for
functions and function calls. SCALEA has a more flexible mechanism to control
the code regions for which performance metrics should be determined.

The Pablo toolkit[9] uses event tracing to develop performance tools for both
message passing and data parallel programs. It provides an instrumentation
interface that inserts user-specified instrumentation in the program. SCALEA
is more flexible to control what performance metrics should be determined for
which given code regions.

TAU [6] is a performance framework for instrumentation, measurement, and
analysis of parallel Fortran and C/C++ programs. TAU supports multiple tim-
ing and hardware metrics. However, TAU does not provide a similar flexible
mechanism as SCALEA to control instrumentation. SCALEA also provides more
high-level performance metrics (e.g. data movement and control of parallelism
overhead) than TAU.

Paraver [12] and VAMPIR [8] are performance analysis tools that also cover
MPI programs. They process trace files to compute various performance results
and provide a rich set of performance displays. SCALEA offers a larger set of



performance metrics and enables a more flexible mechanism to control instru-
mentation and measurements.

EXPERT (3] detects a range of performance properties for message passing,
OpenMP, and mixed programs. SCALEA provides a more flexible mechanism to
control instrumentation and measurement.

None of the above mentioned tools employ a data repository to organize and
store performance data based on which higher-level performance analysis can
be conducted. Moreover, these tools lack the support of multiple performance
experiment analysis and a flexible mechanism to control instrumentation (except
Paradyn) as provided by SCALEA.

3 SCALEA Overview

In this section we give a brief overview of SCALEA. For more details the reader
may refer to [11,10]. Figure 1 shows the architecture of SCALEA which con-
sists of several modules: SCALEA Instrumentation System, SCALEA Runtime
System, SCALEA Performance Analysis & Visualization System, and SCALEA
Performance Data Repository.
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The SCALEA Instrumentation System(SIS) supports automatic instrumen-
tation of Fortran MPI, OpenMP, HPF, and mixed OpenMP/MPI programs. SIS
enables the user to select (by directives or command-line options) code regions
and performance metrics of interest.

Moreover, SCALEA offers an interface for other tools to traverse and anno-
tate the AST to specify code regions for which performance metrics should be
obtained. Based on pre-selected code regions and/or performance metrics, SIS
automatically analyzes source codes and inserts probes (instrumentation code)
in the code which will collect all relevant performance information during exe-
cution of the program on a target architecture.



The SCALEA runtime system supports profiling and tracing for parallel and
distributed applications, and sensors and sensor managers for capturing and
managing performance data of individual computing nodes of parallel and dis-
tributed machines. The SIS profiling and tracing library collects timing, event,
and counter information, as well as hardware parameters. Hardware parameters
are determined through an interface with the PAPI library [2]. Various interfaces
to other libraries such as TAU [6] are also supported.

The SCALEA Performance Analysis and Visualization module analyzes the
raw performance data — collected during program executed and stored in the
performance data repository — computes all user-requested performance metrics,
and visualizes them together with the input program. Besides single-experiment
analysis, SCALEA also supports multi-experiment performance analysis The
visualization engine provides a rich set of displays for performance metrics in
isolation or together with the source code.

SCALEA performance data repository holds relevant information about the
experiments conducted which includes raw performance data and metrics, source
code, machine information, etc.

4 Experiments

In order to evaluate the usefulness of SCALEA, we present two different experi-
ments covering a laser physics and a material science application that have been
conducted on a SMP cluster architecture with 16 SMP nodes (connected by
Fast-Ethernet 100Mbps and Myrinet) each of which comprises 4 Intel Pentium
IIT 700 MHz CPUs.

4.1 3D Particle-In-Cell (3DPIC)

The 3D Particle-In-Cell application [5] simulates the interaction of high inten-
sity ultrashort laser pulses with plasma in three dimensional geometry. This
application (3DPIC) has been implemented as a Fortran90/MPI code.

We conducted several experiments by varying the machine size and by select-
ing the MPICH communication library for Fast-Ethernet 100Mbps. The problem
size (3D geometry) has been fixed with 30 cells in x-direction (nnz_glob=30), 30
cells in y-direction (nny_glob=30), and 100 cells in z-direction (nnz_glob=100).
The simulation has been done for 800 time steps (itmaz=800).

Single Experiment Analysis Mode: SCALEA provides several analy-
ses (e.g. Load Imbalance Analysis, Inclusive/Exclusive Analysis, Metric Ratio
Analysis, Overhead Analysis, Summary Analysis) and diagrams to support per-
formance evaluation based on a single execution of a program. In the following
we just highlight some interesting results for a single experiment of the 3DPIC
code with 3 SMP nodes and 4 CPUs per node.

The Inclusive /Exclusive Analysis is used to determine the execution time
or overhead intensive code regions. The two lower-windows in Fig. 2 present the
inclusive wallclock times and the number of L2 cache accesses for sub-regions of
the subroutine MAIN executed by thread 0 in process 0 of SMP node gsr405.



The most time consuming region is IONIZE_MOVE because it is the most com-
putation intensive region in 3DPIC which modifies the position of the particles
by solving the equation of motion 4(mv) = ¢(E + ¥ x B) with a forth or-
der Runge-Kutta routine. The related source code of region IONIZE_MOVE is
shown in the upper-right window.
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Fig. 3. Metric ratios for important code regions

The Metric Ratio Analysis of SCALEA is then used to examine vari-
ous important metric ratios (e.g. cache miss ratio, system time/wall clock time,
floating point instructions per second, etc.) of code region instance(s) in one ex-
periment. Figure 3 shows the most critical system time/wall clock time and L2
cache misses/L2 cache accesses ratios together with the corresponding code re-
gions. The code regions CAL_POWER,SET_FIELD_PAR_BACK, SR_E_FIELD,
and PARTICLE_LOAD imply a high system time/wall clock time ratio due
to expensive MPI constructs (included in system time). Both ratios are rather
low for region IONIZE_MOVE because this region represents the computational
part without any communication (mostly user time). The code region PARTI-
CLE_LOAD shows a very high L2 cache misses/L2 cache accesses ratio because



it initializes all particles in the 3D volume without accessing it again (little cache
reuse).

The Overhead Analysis is used to investigate performance overheads for
an experiment based on a overhead classification [11,10]. In Fig. 4, SCALEA’s
Region-To-Overhead analysis (see the left-most window) examines the overheads
of the code region instance with number 1 (thread 0, process 0, node gsr405)
which corresponds to the main program. The main program is dominated by
the data movement overhead (see the lower-left window) which can be further
refined to the overhead associated with send and receive operations. We then use
the Quverhead-To-Region analysis to inspect regions that cause receive overhead
for thread 0, process 0, and node gsr405 (see the Overhead-To-Region window in
Fig. 4). The largest portion of the receive overhead in subroutine MAIN is found
in region CAL_POWER (7.11 seconds out of 43.85 seconds execution time).
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Fig. 4. Overhead-To-Region and Region-To-Overhead analysis

An Execution Summary Analysis has been employed to examine the
impact of communication on the execution time of the entire program. Fig-
ure 5 and 6 depict the ezecution time summary for the experiment executed
with 3 SMP nodes and with 1 SMP node (4 processors per node), respectively.
In the top window of Fig. 5 each pie represents one SMP node and each pie
slice value corresponds to the average value across all processes of an SMP
node (min/max/average values can be selected). By clicking onto an SMP pie,
SCALEA displays a detailed summary for all processes in this node in the three
lower windows of Fig. 5. Each pie is broken down into time spent in MPI rou-
tines and the remainder. Clearly, SCALEA indicates the dramatic increase of
communication time when increasing number of SMP nodes. The MPI portion
of the overall execution time corresponds approximately to 8.5% for the single
SMP node version which raises to approximately 46% for 3 SMP-nodes. The
experiments are based on a smaller problem size. Therefore, the communication
to execution time ratio is rather high.
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Multiple Experiment Analysis Mode: SCALEA provides various op-
tions to support multiple experiment performance analyses which can be ap-
plied to single or multiple region(s) ranging for single statements to the entire
program.

Figure 7 visualizes the execution time and speedup/improvement of the entire
3DPIC application, respectively. With increasing machine sizes, also the system
time raises (close to the user time for 25 CPUs) due to extensive communication.
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Fig. 7. Overall execution time and speedup/improvement for 3DPIC. 1Nz/P means 1
SMP node with 4 processors (in case of 7Nx4P only 25 processors are used)

Overall, 3DPIC doesn’t scale well for the problem size considered because
of the poor communication behavior (see Fig. 8) and also due to control of
parallelism (for instance, initialization and finalization MPI operations).
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Experiments | 1Mx1P | ARbdP I 3h3P I 3hbcdP I 4P | TrxdaPm | ANz 4P
Data rrovernent | 0 15.634 48,628 51.055] 55.087| 56557 50.614
Synchronization | 0] 0] 0] 0] 0 il ]
|Control of parallelism | 0.027] 3506/ §.257 12,757 17.386) 28.025] 4142
Loss of Parallelism | [l 0 0 0 [ 0| [
Additional Overhead | 0] 0 0 0 0.001] 0] [
 Total identified overhead 0.027| 19.340 58.185 63.812 72.483| 84.581 110.034
Total execution fime(s) 628.676/ 237.8928 143,476 133.287 121,73 120,021 134.267

Fig. 8. Performance overheads of the 3DPIC application. Note that total and uniden-
tified overhead are missing as no sequential code version is available for the 3DPIC.

4.2 LAPWO

LAPWO [1] is a material science program that calculates the effective potential
of the Kohn-Sham eigen-value problem. LAPWO0 has been implemented as a
Fortran90 MPI code.

In [11] we described some results based on
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ferent networks. The overall execution times | **
provided by SCALEA’s Multi-Set Experi- z:z;
ment Analysis are shown in Fig. 9. The first | .,
observation is that changing the communica- | s \\._.“_‘
tion library and communication network from | **
MPICH CH_P4 to MPICH GM does not lead v
to a performance improvement of the paral-
lel LAPWO version. The second observation
is that we cannot achieve better performance .
by varying the number of processors from 12 with 36 and 72 atoms. CH-P4,
. GM means that MPICH has been
to 16 anfi 20 to 24 processors for. the experi- used for CH_P4 (for Fast-Ethernet
ments with 32 atoms, or by varying the pro- 100Mbps) and Myrinet, respec-
cessor number from 20 to 24 processors for the  tjyely.
72 atom experiment. In order to explain this
behavior we concentrate on the experiment with 36 atoms. Figure 10 visualizes
the execution times for the most computational intensive code regions of LAPW0
supported by Multiple Region Analysis. The execution times of these code
regions remain almost constant although the number of processors is increased
from 12 to 24 and from 20 to 24. The LAPWO code exposes a load balancing
problem for 16, 20, and 24 processors. Moreover, code regions FFT_REANO,
FFT_REAN3, and FFT_REAN4 are executed sequentially as shown in Fig. 10.
These code regions cause a large of loss of parallelism overhead (see Fig. 11).
In summary, LAPWO scales poorly due to load imbalances and a large loss
of parallelism overhead caused by the lack of parallelizing the FFT_REANO,
FFT_REAN3, and FFT_REAN4 code regions. In order to improve the perfor-
mance of this application, these code regions must be parallelized as well.

Fig. 9. Execution time of LAPW0
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Fig.10. Execution time of computationally intensive code regions.
1Nz4P,P4,36 means 1 SMP node with 4 processors using MPICH CH_P4
and the problem size is 36 atoms.
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Fig. 11. Performance overheads for LAPWO.

5 Conclusions and Future Work

In this paper, we briefly gave an overview of SCALEA, and then described two
different experiments with a laser physics and a material science code to examine
the usefulness of our performance analysis approach.

Based on the flexible instrumentation mechanism and the code region per-
formance analysis, SCALEA could determine the performance overheads that
imply performance problems and relate them back to the code regions that
cause them. SCALEA stores the collected performance data for all experiments
in a data repository based on which a single- or multi-experiment analysis is
conducted. This feature enables SCALEA to examine the scaling behavior of
parallel and distributed programs. A rich set of performance diagrams is sup-
ported to filter performance data and to restrict performance analysis to relevant
metrics and code regions.

SCALEA is part of the ASKALON performance tool set for cluster and Grid
architectures [4] which comprises various other tools including an automatic bot-
tleneck analysis, performance experiment and parameter study, and performance
prediction tool. We are currently extending SCALEA for online monitoring of
Grid applications and infrastructures.
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