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Abstract flow languages and execution environments. Users and de-
velopers still have to do a daunting task when developing
Grid workflows for e-science are complex and prone to and executing Grid workflows due to the lack of supporting
failures. However, there is a lack of performance monitor- tools, notably performance monitoring and analysis tools.
ing and analysis tools for supporting the user as well as  High complexity is inherent in Grid systems, thus requir-
workflow middleware to monitor and understand the per- ing performance monitoring and analysis tools to monitor
formance of complex interactions among Grid applications, and capture relevant monitoring data at multiple levels of
middleware and resources involved in workflow executions. abstraction and to provide insights into the performance of
In this paper, we present a novel integrated environment Grid applications and resources as well as their interastio
which supports online performance monitoring and analy- Monitoring and analysis tools not only assist users to yerif
sis of service-oriented workflows. Performance monitoring and validate the execution of their workflows, and to decide
and analysis of Grid workflows and infrastructure is con- when to steer their applications, but also provide insight-
ducted through a Web portal. Performance overheads offul, detailed information about Grid services and resosirce
Grid workflows are analyzed in a systematic way, and per- to resource management, workflow scheduling, workflow
formance problems can be detected during runtime. More- construction and execution tools.
over, we present several languages that alleviate the in- In this paper, we present the implementation of a novel
teraction among performance monitoring and analysis ser- monitoring and performance analysis system for workflows
vices and their clients. Our system has been integrated intoin the K-WfGrid project [3]. The K-WfGrid distributed
the K-WfGrid knowledge-based workflow system. It plays monitoring and analysis environment integrates various
a key role in supporting the user and developer to analyze services for performance instrumentation, monitoring and
their workflows and in providing performance knowledge analysis of Grid workflows into a single system. It provides
for constructing and executing workflows. a single Web portal for the user to conduct any performance
monitoring and analysis tasks. Moreover, we also introduce
languages that alleviate the interaction among various ser
1 Introduction vices and clients involved in performance monitoring and
analysis. Using these languages, any clients can easily ob-
tain monitoring data, specifying performance problems and
retrieving performance results.
The rest of this paper is organized as follows: Section
discusses the motivation and contribution of the paper.
Section 3 presents the architecture of the distributeperf

Recently, Grid workflows have been increasingly used
for solving large scale problems in e-science, e.g., biglog
molecular science, astrophysics and environmental simula 2
tions. Therefore, many workflow systems have been de-

velokped (1;or el-sc_lence, ?(?I surveyted |nf[18]. I—_|owevgr, E'rllle mance monitoring and analysis system. Performance mon-
wtor ?n teve oping wct)r ﬁovtv systems tor eésmelncg IS st I(itoring is discussed in Section 4, followed by performance

atearly stages as most efiorts are Spent on developing Workge 5 epy techniques presented in Section 5. The monitoring
*The work described in this paper is supported by the Europieson and analysis portal is described in Section 6. We present

through the 1ST-2002-511385 project K-WfGrid. experiments in Section 7. Section 8 discusses related work




and Section 9 summarizes the paper.

2 M0t|vat|0n and Cont”bu‘uon Performance Monitoring and Analysis Execution and Knowledge core

Core Services service

Our work is motivated by the challenges of perfor-
mance monitoring and analysis of hierarchical concepts
of Grid/Web services-based workflows. We observed that
workflows imply multiple levels of abstraction, ranging
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GEMINI

from workflow, workflow region, workflow activity to in- ! \,
voked application and code region. Therefore, depending Control and get monitoring d& ////Exem/e-acm.(y
on which level we want to examine, the performance mon- N7 7
itoring and analysis tool for Grid workflows has to use dif- @ - w
ferent techniques to deal with different types of services service
because Grid workflows for e-science are commonly com- Grid resources and applications

posed of different applications and are executed on differ-
ent computational services. Moreover, the execution of  Figure 1. The K-WfGrid performance monitor-
Grid workflows is dynamic, involves many services and re-  ing and analysis system

sources, implies complex dependencies, and normally lasts

a long time. Therefore, technigques to monitor, analyze and
detect performance problems during runtime are important.
In addition, just for monitoring and analyzing performance

Gateways which determine workflow overheads and per-
formance problems. Moreover, monitoring data can also
be processed and visualized at DIPAS Portal because we

of Grid workflows, various services have to be developed . o .
S S ; apply various other performance monitoring and analysis
and deployed in different Grid sites. But these serviceghav : : . :
techniques to Grid workflows during runtime. In the latter

to be integrated with each other and to serve many different L . .
case, monitoring data is processed by an applet in the portal

types of clients Sl.JCh as end-use_rs and Grld_m|ddleware._ ASand by portlets/portlet services. Both GEMINI and DIPAS
a result, the services must provide well-defined, exteasibl

) ) - . Gateways consist of many components/services which are
interfaces and data representation to facilitate the servi Y y P

interoperability and integration in the Grid distributed on various Grid sites.
Th'z a er)t/ackles th?a abo e-ment'onéd challenges. Th GEMINI and DIPAS use GOM (Grid Organizational
IS paper t ) v : Henges. emory) [15] to publish and search information about
main contributions of this paper are (i) the design and im-

lementation of a comprehensive, unified, extensible er_monitoring data of workflows.  Since the monitoring and
P . P ! ' . P analysis is conducted through a web portal, DIPAS Portal,
formance monitoring and analysis of Web services-based

- : : which interacts with, requests and retrieves data from man
workflows; (ii) novel request representations alleviate th q y

interaction between performan i nd their sfient services, e.g., GEMINI and GWES, a set of replicated DI-
eraction between pertormance services a eIr sient pas Gateways is also responsible for shielding all the com-
and (iii) performance of Grid workflows is systematically

analyzed according to a classification of workflow over- plex interactions from the portal to other services. In this
._case, DIPAS Gateways handle requests from the portal and
by interpreting performance metrics at runtime forward the requests to correspond?ng services, and act as a
: proxy from which the portal can retrieve the requested data.

3 Integrated Architecture for Workflow Per- 4

o ) Instrumentation and Online Monitoring
formance Monitoring and Analysis

4.1 Instrumentation
Figure 1 depicts the architecture of performance mon-
itoring and analysis sgrvices in K-WfGrid that in_cludes GEMINI consists of (i) an instrumentation system to
GEMINI, DIPAS (Dlstributed Performance Analysis Ser-  control the performance measurement, and (i) application
vice) Gateway, and DIPAS Portal. GEMINI is responsible gensors to collect monitoring data and to deliver the data
for monitoring workflows executed by GWES (Grid Work- 14 the monitoring service. GEMINI supports dynamically

flow Execution Service) [6] which supports Petri-net based gpapled instrumentation of Grid workflow applications:
workflow representations. GEMINI instruments GWES

and Grid services, capturing the execution status of work- e Activity-level monitoring to instrument and monitor
flows and Grid services as well as Grid resources. The invoked applications, which perform the real task of
monitoring data provided by GEMINI is used by DIPAS workflow activities, and code regions within invoked



applications. In this level, the instrumentation is cur-
rently done before the execution of applications but the R

resourcelD !}

measurement is dynamically activated at runtime. ek i

e Workflow-level monitoring to statically instrument
GWES and to monitor workflow executions. This pro-
vides monitoring data for analyzing performance of
workflows, workflow regions and workflow activities.

Since the instrumentation involves several services and E"'EE_‘_’;“_?F_‘_“E’_J
multilingual applications, we have to develop a neutral | [E————
means to allow different clients to understand the struc- g | |
ture of applications, to select code regions of interesd, an +-{ aggregation [ = I

to control the instrumentation of multilingual applicat&

Our approach is that we use XML-based representations for

describing application structures and specifying insgom

tation requests. Detailed instrumentation techniques and Figure 2. Performance data query and sub-

control mechanism can be found in [8]. scription (PDQS) language visualized with
the XM_Spy tool

4.2 Publishing and Retrieving Monitoring

Data t r uong_-810cf 130- eb24- 11da- 8ebd- a46bf d552

o ] 90e. Figure 3(b) presents a PDQS request used to get
GEMINI collects monitoring data from various sources. g workflow events generated during the workflow’s
To ensure that many clients and services can seamlesshyecution.

process and utilize various monitoring data types of dif-

ferent monitored resources as well as to increase the dis-

semination of monitoring data, all monitoring data is rep- 5 Performance Search for Workflows

resented in XML format. In order for the client to locate

monitoring services which provide monitoring data, GEM- ~ One of the goals of DIPAS Gateways in Figure 1 is
INI publishes information about available monitoring data to search for performance problems and to inform clients
into GOM, an ontology-based knowledge repository. Infor- about detected problems. In order to search for perfor-
mation about monitoring data is described in OWL (Web mance problems, we have developed a novel classification
Ontology Language) and OWL-based information is pub- of performance overheads for workflows that includes mid-
lished into GOM. From GOM, any client knows to which dleware overheads (e.g., due to scheduling or resource man-
GEMINI service it should contact in order to obtain the agement), loss of parallelism overheads (e.g., due to load
monitoring data. From ontological descriptions, any dlien imbalance), etc. The performance of K-WGrid workflows
can build requests which are sent to GEMINI in order to is systematically analyzed according to that classificatio
retrieve the monitoring data. Based on performance overheads, we define performance

We have developed a generic performance data queryseverity as the ratio of performance overheads to the total
and subscription (PDQS) language for querying and sub-execution time. Performance severity indicates the impor-
scribing various types of monitoring data. Figure 2 tance of a performance overhead with respect to the perfor-
shows the schema of PDQS. Basically, every monitor- mance of the workflow. Performance problems can then be
ing data type and monitored resource is associated with adetermined based on conditions established on the basis of
uniquedataTypelDandresourcelD respectively. Based on  appropriate performance metrics (for example, overheads
that, the client can specify PDQS requests which include and severities), and their thresholds. Given a predefined
(dataTypelD,resourcelDyogether with other information threshold for a performance metric, a performance prob-
like XPath-based data filters (denoted thgtaFilter) and lem occurs when the value of the metric is greater than the
subscription time (denoted tsubscriptionTimg A PDQS threshold. During the execution of the workflow, any clients
request can be useddoeryor subscribehe same monitor-  of DIPAS can specify requests to obtain performance over-
ing data type of various resources. heads, severities and problems.

PDQS requests can be built based on pub- To simplify the interaction between clients and DI-
lished information in GOM. For example, Fig- PASGateways, we design a novel workflow analy-
ure 3(a) presents an OWL description for work- sis request language (WARL) which is used to spec-
flow events of the workflow whose workflow ID is ify analysis requests. Figure 4 presents the cur-



<dg: Dat albj ect rdf: | D="MD1148476305524_DO'>
<dg: cont ai ns>
<dg: Moni tori ngDat a rdf: | D="MD1148476305524" >
<dg: hasDat aType rdf: datatype="...">wf a. event </ dg: hasDat aType>
<dg: of Resour ce rdf: datatype="..." <?xm version="1.0"?>
>t ruong_810cf 130- eb24- 11da- 8ebd- a46bf d55290e <pdgs xml ns="http://net.kwf grid/dr/pdgs">
</ dg: of Resour ce> <dat aTypel D>wf a. event </ dat aTypel D>
<dg: val i dFrom r df : dat at ype="...">1148476305524</ dg: val i dFr on®> <resour cel D>t ruong_810cf 130- eb24-
<dg: val i dTo rdf: datatype="...">0</dg: val i dTo> 11lda- 8ebd- a46bf d55290e</r esour cel D>
</ dg: Moni t ori ngDat a> <subscri ptionTi me>
</ dg: cont ai ns> <fromp0</frone
<dg:isStoredln rdf:resource="http://gom kw gri d. net/ goni ont ol ogy/ <t 0>0</t 0>
Servi ceRegi st ry/ CM\#Msa6240bba- 3c48- 4cc6- ad31- 648e9b60124b"/ > </ subscri ptionTi me>
</ dg: Dat atoj ect > </ pdgs>
(@) (b)

Figure 3. Example of (a) OWL description (simplified) and (b) corresponding PDQS

<?xm version="1.0" encodi ng="UTF-8"?>
<war | >
<constrai nt >
<start Ti me>0</ st art Ti ne><endTi me>0</ endTi me>
<wor kf | ow D>t r uong_3d6c4330- eb2a- 11da- 8ebd- a46bf d55290e
</ wor kf | owmt D>
<concept s>
<concept name="truong_3d6c4330-eb2a-11da-
8ebd- a46bf d55290e" type="Workfl ow'/>
<concept name="conput eSt art ZonePol yg"
type="Activity"/>
<concept nane="conput eEndZonePol yg" type="Activity"/>
<concept name="conputeStartNodes" type="Activity"/>
</ concept s>
</ constrai nt>
<anal yze>
<metric>Loadl m</ metric><metric>Tot al Over head</ netric>
<met ri c>Queui ngTi meSeverity</metric>
</ anal yze>
<per f Pr obl enSpecs>
<per f Pr obl enSpec><netri c>SynDel aySeverity</netric>
<oper at or >CE</ oper at or ><val ue>0. 2</ val ue>
</ per f Probl enSpec>
<per f Pr obl enSpec><net ri c>Queui ngTi neSeverity</netric>
<oper at or >CE</ oper at or ><val ue>0. 1</ val ue>
Figure 4. Workflow analysis request language </ per f Probl enSpec>

(WARL) visualized with the  XMLSpy tool 7 bex [ Probl emépecs>

rent version of WARL. A WARL request includes Figure 5. Examp|es of WARL request for ob-
three parts: constraints (elemenbnst raint , type taining performance overheads and Specify-
WARLConst r ai nt), performance metrics to be ana- ing performance conditions

lyzed (elementanal yze, type WARLAnal yze), and
performance conditions (elemeper f Pr obl enSpecs,
type WARLPer f Pr obl enSpecs). Constraints include
information about hierarchical workflow concepts (e.g.,
Wor kf | owandAct i vi t y)to be analyzed and their prop-
erties (e.g., thename 8Lt i vi t y). Each conceptis iden-
tified by a name and a type: the name indicates the identi—Coerut eEndZonePol yg, comput eSt ar t Nodes

fier of the concept in the workflow description, e.g. activity and the workflovt r uong_3d6c4330- eb2a- 11da- 8e
name, while the type determines whether the concept is 8 d- a46bf d55290e h

workflow or an activity or a code region, etc. A WARL

anal yze request specifies a list of performance overheads o

that should be analyzed and provided. Performance prob—6 Integrated Performance Monitoring and
lems can be checked by specifying a set of performance  Analysis Portal

conditions, each condition includes a metric name, an oper-

ator (e.g., greater than or less than), and a value (e.g-, ind  In K-WfGrid, the user conducts performance monitoring
cating a threshold). Given WARL requests, the performanceand analysis through a Web portal. All features for mon-

analysis service will conduct corresponding analyses and
send to the requesters the analysis result described in XML.
Figure 5 presents an example of a WARL request which is

used to analyze performance metrics and performance prob-
lems of three activitiesconput eSt art ZonePol yg,
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Figure 6. Workflow performance monitoring and analysis port al.

itoring and analyzing the performance of Grid workflows examine the execution phase of the whole workflow or per-
as well as Grid resources are integrated into DIPAS Por-formance metrics of activities/instances. Performaned-an
tal, thus providing a unique place for the user to carry out ysis of completed workflows is also supported.

any monitoring and analysis tasks. In the portal, the user

bas_ically can (i) conduct the o_nline monitoring of the exe- 7 Experiments

cution of workflows together with Grid resources on which

the Grid services are executed, (ii) request the analysis se ) i .
vice to determine the overhead associated with workflows, e have implemented our prototype and integrated it

and (iii) control the instrumentation and measurement pro- Nt0 the K-WfGrid system. Monitoring and analysis ser-
cess of Grid services. Currently, the DIPAS Portal includes ViceS areé WSRF-based, powered by GT4 [10], whereas
the portal is based on Gridsphere [11]. However, the

e a set of portlets that allows the user to configure the dynamically-enabled instrumentation GUI has not been in-
monitoring service, to select existing monitored re- tegrated into the portal. In this section, we present a few se
sources, to specify PDQS requests, and to query and/otected experiments conducted through the portal to demon-
subscribe monitoring data and events. strate the usefulness of our tool.

e aJava applet for conducting performance visualization

and analysis of Grid workflows. 7.1 Infrastructure Monitoring

Figure 6, for example, depicts our performance monitor-  Figure 7 presents an example of using DIPAS Por-
ing and analysis portal for Grid workflows. From the portal tal to monitor a QoS parameter dhvail ability
the user can select existing workflows, currently being ex- of K-WfGrid services. The portaDat a Query and
ecuted by or submitted to GWES, and start the monitoring Subscr i pti on provides interfaces for selecting moni-
and analysis. The workflow representation is shown in thetored resources, specifying PDQS requests, and perform-
left-pane whereas online execution progress of the work-ing data query and subscription. In the poralspl ay
flow and its activities, together with performance metrics, Dat a, the performance status of monitored resources is vi-
are shown in the right-pane. During runtime, the user cansualized and updated over the time. For example, the portal
conduct any analysis by selecting activities or activity in Di spl ay Dat a shows an example about the availability
stances and features in the menu. For example, the user caof GOM.
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4 Requests:
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Query Data_|[__subscribe Data_|

Figure 7. Example of monitoring availability of K-WfGrid se rvices

7.2 Workflow Performance Monitoring nate the execution time, as presented in the window
and Analysis Execut i on Phases which displays summarized execu-
tion time of phases for individual activities.
Our experimental workflow is a K-WfGrid pilot applica- During runtime, we can obtain performance overheads

tion named CTM (Coordinated Traffic Management) work- &nd problems of workflows. In Figure 10, the window
flow, developed by Softeco Sismat S.p.A. This workflow is Ov€rhead Anal ysi s shows an instance of the over-
used to compute emissions for the main pollutants in an ur-n€ad tree which is updated when the performance search
ban area. Figure 8 presents the CTM workflow visualized Produces new results whereas the windev f or mance
in DIPAS Portal using the K-WfGrid GWUI (Grid work- T 0bl ems Anal ysi s displays any performance prob-
flow user interface) library. In CTM, the topology of the ur- lems detect_ed based_c_)n s_everltles and thresholds, |_d_dnt|f|e
ban area, divided into different zones, is describedNET by user-defined specifications of performance conditions.
file. Moreover, an origin/destination zone matrix with traf
fic flows data per different vehicle types is provided. Based 8 Related Work
on that the CTM will compute the emission. Currently,
Web services of the CTM are deployed in Innsbruck and  Many technigues have been introduced to study quality
Genoa. In our experiments, GWES is a centralized serviceof service and performance models and to monitor the ex-
deployed in Innsbruck whereas GOM is a distributed ser- ecution of business Web services and workflows [14, 9, 7].
vice deployed in a cluster in Cracow, Poland. We deploy The WebLogic Process Integrator [5] allows the user to ex-
DIPAS Portal, DIPAS Gateway and GEMINI on different amine status of workflow instances. However, its monitor
machines in Innsbruck. is limited to the activity level. Web Service Navigator [16]
Through the portal the user can observe the executionprovides visualization techniques for Web service based ap
of the CTM. When the execution of an activity changes plications. ARM defines means for obtaining monitoring
status, the color of the outer rectangle enclosing the ac-data of business transactions through instrumentatiopn [12
tivity node in the visualization of workflow representa- However, ARM agents are monitoring sensors that could
tion will be changed accordingly. For example, in Fig- be integrated into our framework. Performance search and
ure 8, the execution of most activities, except activity analysis at multiple levels of abstraction are not supulbrte
gener at eSVGFi | e, areconpl et ed. Figure 9 shows in the business domain.
the execution trace of activity instances of the CTM. The  In the Grid domain, there is a lack of monitoring and
tree in left-pane shows performance metrics associatedanalysis tools for workflows of Grid/Web services. P-
with an instance of activityconmput eEndZonePol yg GRADE [13] supports tracing of workflow applications. In
which takes a large portion of processing time. The contrast to K-WfGrid, it does not support cyclic and Web
window Load | nmbal ance shows that the load balance service-based workflows. Taverna Workbench [17] also
among instances of activityonput er SSSP is poor. The monitors status of activities within Grid workflows, but pro
scheduler decides to invoke more service operations on avides information in simple tables. The OntoGrid project
Genoa machinegri d02. softeco. it than that on a  [4] uses knowledge gained from monitoring data to debug
machine in Innsbruclkwf gri d. dps. ui bk. ac. at ,as workflows, but not to monitor and analyze the performance.
shown in the windowDi st ri buti on of Activity The ASKALON [1] and the K-WfGrid share many monitor-
I nst ances. Overall only two activities named ing and analysis methods and concepts in common. How-
conput eSSSP and comput eEndZonePol yz domi- ever, performance analysis techniques in ASKALON sup-
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Figure 8. The CTM workflow representation visualized in DIPA

port workflows of C/Fortran-based scientific applications.
K-WfGrid performance monitoring and analysis services
differ from these tools in many aspects. Firstly, our seggic

S Portal

flow systems, e.g, those supporting BPEL [2].

Currently, the dynamically enabled instrumentation has

not been fully achieved and we are working on integrating

are WSRF-based services. Most existing performance monit into our system. We plan to store performance results into
itoring and analysis tools for workflows are limited to the GOM for conducting multiple-experiment analysis.

activity level and do not support the selection of abstrac-
tion levels to which the analysis should be limited. Exigtin
performance analysis tools for workflows neither provide
a systematic classification of overheads nor support online
detection of performance problems, and are not integrated
with infrastructure monitoring and analysis.

9 Conclusions and Future Work

In this paper, we have presented a novel unified and ex-
tensible system for performance monitoring and analysis of
Grid workflows. We have described a prototype and demon-
strated the usefulness of our system. The main contribu-
tions of the paper are centered on novel techniques to sup-
port performance monitoring and analysis of multilingual
workflow-based applications at multiple levels. Although
designed for the K-WfGrid workflow system, the perfor-
mance framework presented in this paper is interoperable
and extensible, and can easily be adapted to any other work-
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