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A B S T R A C T

The proliferation of Information and Communications Technology
and the Internet of Things provides the manufacturing industry with
the means to realize inter-organizational business processes which
are highly flexible and dynamic. With the corresponding advent of
the Industrial Internet, the industry is undergoing substantial transfor-
mations, leading to new requirements regarding hardware and soft-
ware support. Especially, industrial system landscapes have become
volatile distributed systems which need to quickly adapt to changes
in the processes themselves and in their environments. Therefore, a
major research challenge is to devise methods and technologies for
the efficient utilization of (cloud-based) distributed computational re-
sources in the Industrial Internet.

In the constituent publications of this habilitation thesis, we present
novel concepts, methods, and technologies to efficiently exploit cloud-
based computational resources for utilization in the Industrial Inter-
net and other smart systems. The main focus is on elastic comput-
ing, namely the realization, configuration, and optimization of elastic
processes and elastic stream processing using cloud-based resources.
The developed optimization approaches aim at cost efficiency, taking
Quality of Service constraints into account.

As a secondary part of this thesis, research results from the field of
Service-oriented Computing are presented. In mobile scenarios, it is nec-
essary to consider the needs of potentially resource-limited client de-
vices and adapt (cloud-based and Web) services for usage on such de-
vices. For this, solutions for the efficient usage of distributed compu-
tational resources on mobile devices with limited capabilities are re-
alized. To achieve this, methods to select and adapt Web service invo-
cations aiming at reduced network usage are introduced. As another
research contribution in Service-oriented Computing, approaches for
the cost-aware composition of complex service-based processes are
discussed.
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Z U S A M M E N FA S S U N G

Die Verbreitung von Informations- und Kommunikationstechnik und
Technologien des Internet of Things ermöglichen der verarbeitenden
Industrie, interorganisationale Geschäftsprozesse zu realisieren, wel-
che hochgradig flexibel und dynamisch sind. Durch die gleichzeitige
Adaption von Industrie-4.0-Prinzipien und -Technologien ist die In-
dustrie maßgeblichen Transformationen ausgesetzt, welche neue An-
forderungen an den Hardware- und Softwaresupport von Produkti-
onsprozessen bedeuten. Insbesondere stellen industrielle Systemland-
schaften heute volatile verteilte Systeme dar, welche sich schnell an
Änderungen in den Prozessen und den Produktionsumgebungen an-
passen müssen. Daher stellt die Entwicklung entsprechender Meth-
oden und Technologien für die effiziente Nutzung (Cloud-basierter)
verteilter Rechenkapazitäten eine maßgebliche Forschungsaufgabe im
Bereich Industrie 4.0 dar.

In den konstituierenden Publikationen dieser Habilitationsschrift
werden daher neuartige Konzepte, Methoden und Technologien zur
effizienten Nutzung Cloud-basierter Rechenkapazitäten vorgestellt.
Die entsprechenden Forschungsergebnisse zielen insbesondere auf
Industrie-4.0-Szenarien und vergleichbare „smarte“ Umgebungen ab.
Der Hauptfokus liegt auf Verfahren und Technologien des Elastic
Computing, namentlich die Realisierung, Konfiguration und Optimie-
rung von elastischen Prozessen und elastischer Datenstromverarbei-
tung mithilfe von Cloud-Ressourcen. Dabei zielen die erarbeiteten
Optimierungsansätze auf Kosteneffizienz und die Einhaltung von
Dienstgütevereinbarungen ab.

Im zweiten Schwerpunkt dieser Habilitationsschrift werden For-
schungsergebnisse aus dem Bereich Service-oriented Computing prä-
sentiert. In mobilen Szenarien ist es notwendig, die Eigenschaften
von Endgeräten zu berücksichtigen, welche potentiell Ressourcenlim-
itierungen aufweisen. Daher müssen (Cloud-basierte und Web) Ser-
vices für die Verwendung auf solchen Geräten adaptiert werden. Da-
her werden Konzepte für die effiziente Nutzung von Services und
verteilten Rechenkapazitäten auf Geräten mit limitiertem Leistungs-
vermögen entwickelt. Als Lösungsansatz werden dabei Methoden
zur Auswahl und Adaption von Serviceinvokationen verwendet, wel-
che auf die Reduktion der Netzwerklast abzielen. Als weiterer For-
schungsbeitrag im Bereich Service-oriented Computing werden An-
sätze zur kosteneffizienten Komposition von komplexen, Service-ba-
sierten Prozessen vorgestellt.
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I N T R O D U C T I O N





1
I N T R O D U C T I O N

1.1 overview

The proliferation of Information and Communications Technology
(ICT) and the Internet of Things (IoT) leads to still ongoing disruptive
changes in many industries, including but not limited to the manu-
facturing, logistics, mobility, healthcare, and energy domains [aca15;
Deg16]. This digital transformation (or digitalization) has already started
in the 1990s in areas like the retail and airline industries [ACY03],
and is today influencing large parts of the manufacturing industry by
adding new, ICT-driven services to existing products [VR88], chang-
ing existing business processes into “agile” processes [YSG99], or
even replacing former business models [CLR10]. In the manufactur-
ing industry, the transformations based on technical innovations have
been assembled under the terms Industrial Internet (of Things) [Bru13; Industrial Internet

KDB16] and Industry 4.0 [aca13]. The Industrial Internet is primar-
ily rendered possible through the advent of Cyber-Physical Systems
(CPSs), or more precisely Cyber-Physical Production Systems (CPPSs),
which are “smart”, interconnected manufacturing assets featuring
embedded sensors and actuators, and are able to collect data and in-
fluence business processes based on these data [aca15; Mon14; Raj+10].
The technical progress in the manufacturing industry leads to new
possibilities to monitor the supply chain, to make appropriate changes
and customizations to business process models and instances if nec-
essary, but also allows for new business models, e.g., based on mass
customization [aca13; AIM10; Ng+15; Sch+14b].

In general, the advent of the IoT leads to the pervasion of busi- Internet of Things

ness and private spaces with ubiquitous computing devices, which
are connected to both the Internet and other devices, are available
in many forms, and are able to act autonomously [AIM10]. IoT de-
vices do not simply act as sensors or actuators, but feature comput-
ing, communication, and storage capacities [Bon+14; Mio+12]. In the
Industrial Internet, the integration of ICT and IoT technologies has
transformed the underlying IT systems: Today, industrial IT system
landscapes have become distributed smart systems, which may com-
prise ever-increasing numbers of networked (IoT) objects [BXW14;
Mio+12; Vög+17].

One particular immanent property of these smart systems is their Volatile Systems

volatility, i.e., they are ever-changing in different dimensions in space
and time, including the number of devices connected, the data to be
processed, the number of tasks and processes executed, and there-

3



4 introduction

fore the need for computing capacities [Hoc+16a; Vög+17]. During
runtime, transient and perpetual system changes occur, e.g., enti-
ties entering or leaving and therefore shifting the system boundaries,
data sources issuing varying amounts of data, and computational re-
sources becoming available or unavailable. This makes it necessary
for the underlying distributed systems to quickly take into account
these system changes, including the need to adapt computational
resources based on the current and future demands of the system
landscape [Lai+12; Sch+14b]. In particular, it is necessary to establish
autonomic means to support self-adaptation and self-optimization
with regard to the computational resources necessary to support a
system [MBS13]. Therefore, a major research challenge is to devise
methodologies and techniques for the efficient utilization of compu-
tational resources in the Industrial Internet and other smart systems.

With the advent of cloud technologies and virtualization, it is todayCloud Computing

possible to scale the computational resources necessary to support a
smart system in an on-demand, utility-like fashion [Arm+10; Bot+16;
Buy+09]. In contrast, permanently providing computational resources
that are able to handle peak loads is not the best solution for smart
systems, as this overprovisioning will lead to underutilization during
non-peak times, leading to unnecessary cost [Arm+10]. Also, such
an approach still leads to the risk that the amount of fixed computa-
tional resources is underestimated, e.g., if a smart system grows very
fast or the number of users increase exponentially. This would lead
to underprovisioning of computational resources [Arm+10].

Scalability for single applications and tasks has been a very lively
field of research in recent years [SC16; Zha+15]. However, less atten-
tion has been paid to scalable smart systems. Mostly, the focus of
research was on cost-efficient scalability of computational resources.
Despite this, scalability of resources is only one aspect to be taken
into account when adapting the amount of computational resources
for the execution of a smart system [Dus+11]. Instead, we apply the
notion of elasticity in the constituent publications of this thesis. HerbstElasticity

et al. differentiate between scalability and elasticity by stating that
the latter is done in a timely and prompt manner, i.e., that elasticity
is achieved in an autonomic manner at all times [HKR13]. We follow
this approach by introducing autonomous elastic systems which are
able to self-adapt and self-optimize.

While many different elasticity dimensions have been proposedElasticity
Dimensions [LEB15], we adopt the model presented by Copil et al. [Cop+13]: In

many approaches, elasticity is only regarded from the perspective of
resource elasticity [Cop+13], which describes the ability to add or re-
move resources from a system, if necessary. While resource elasticity
is a common way to describe the scalability of single applications as
well as compositions of multiple applications, resources are not the
only dimension that should be taken into account in the context of
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smart systems. Notably, Quality of Service (QoS) criteria like runtime
duration do not necessarily reflect resource elasticity in a (linear) way,
so there might be no proportional relationship between involved re-
sources and QoS [SDQ10]. Also, QoS may differ from user-perceived,
subjective Quality of Experience (QoE) [CS13; Int08], which should
also be taken into consideration. As a result, it is necessary to in-
clude quality elasticity, which describes the responsiveness of quality
regarding changes in provided resources [Dus+11]. As a third elastic-
ity dimension, many cloud providers make use of dynamic pricing
models, which should also be taken into account if cloud resources
are used in order to realize scalable processes. These dynamic pric-
ing models are reflected in cost elasticity, i.e., the sensitivity of the
cost with regard to the change of other parameters (here: quality
and resources) [Dus+11]. Naturally, there is a trade-off between dif-
ferent elasticity dimensions, e.g., additional resources lead to higher
cost and should increase the QoS. This trade-off may change over
time [Mol+13].

Since 2010, we have made several contributions to the field of elas-
tic systems by providing solutions for autonomous (cloud-based) re-
source allocation and task scheduling. Therefore, in the constituent
publications of this habilitation thesis, we present novel concepts,
methods, and technologies to efficiently exploit computational re-
sources for utilization in the Industrial Internet and comparable smart
systems.

In the following subsections, we will provide a brief overview of
the underlying research challenges. For this, we exemplify research
needs using the simplified overview of an elastic smart system in
Figure 1

1. Typical entities in such an elastic smart system include:

data sources : Despite the fact that IoT devices offer computational
capabilities, they are very often primarily seen as data sources,
which may emit different amounts of data over time. In general,
it is assumed that smart systems generate very large amounts
of data [CML14], and despite the existence of some standard
technologies on both hardware and software level [AlF+15], IoT-
based data sources may nevertheless possess a very high level
of technological heterogeneity [CML14]. IoT-based data sources
in smart systems include, but are not limited to, Wireless Sen-
sor Networks (WSNs), sensor nodes in general, but also smart-
phones [Chr+09].

storage capabilities : The data emitted by the aforementioned
data sources may directly be processed. This is usually requested
in big data scenarios [CML14]. For this, e.g., stream processing
principles can be applied [Bab+02]. Alternatively, data may be
stored for later processing as structured, semi-structured, or un-

1 Applying an extended version of the Fundamental Modeling Concepts [KGT06].
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Figure 1: Example Elastic Smart System

structured data [CML14; Gub+13]. Since the number of data
changes and data requests may be too large for handling in
traditional Database Management Systems (DBMSs), solutions
like NoSQL databases are very often applied for this [Cat11;
CML14].

processing entities : Data processing as well as business logic
and business intelligence based on data processing can be exe-
cuted in different ways. As has already been mentioned before,
data may be processed in an ad hoc manner, or later on, e.g., in
a batch style. Also, data processing and business logic in smart
systems might be provided by standalone entities [Hoc+15], e.g.,
single software services, or by a composition of such services,
e.g., in a business process [MRM13]. In Figure 1, software ser-
vices are used to depict such processing entities.

computational resources : Processing entities (in terms of ser-
vices) have to be deployed on computational resources. With
regard to the IoT, the cloud is very often named as the provider
of computational resources [Bot+16]. Indeed, the constituent pa-
pers presented in this habilitation thesis mostly apply cloud-
based computational resources for the deployment and execu-
tion of smart systems and the inherent entities. For this, a “white-
box approach” is applied, i.e., the deployment of services on
computational resources can be controlled by the service user
or a service broker. As an alternative, it is also possible to ap-
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ply a “blackbox approach”. Using this approach, a usually ex-
ternally hosted (Web) service with guaranteed QoS is invoked.
This way of service provisioning is the “classical” approach in
Service-oriented Computing (SOC) [Pap+07; PG03].

More recently, the usage of already existing computational re-
sources in the IoT to deploy services has gained much atten-
tion by the research community and the industry. This approach
has been labeled fog computing [Bon+14; Das+16]. While not de-
picted in Figure 1, this topic will be discussed in more detail in
Section 3.3.2.

invoking entity : Last but not least, the end user needs to interact
with the processing entities, e.g., via a laptop or a mobile device.
The user can directly invoke a service, or indirectly, e.g., via a
Business Process Management System (BPMS) as depicted in
the figure. It is also possible that the user directly interacts with
an IoT entity, if the entity offers a suitable interface. This is not
depicted in Figure 1, but again would be the usual approach in
fog computing (see Section 3.3.2). In addition to human users,
machines may also be service consumers.

1.2 research challenges of adaptive resource and task

scheduling for the industrial internet

Although significant contributions have been made in the field of elas-
tic computing (including, but not limited to the application of elas-
tic computing in industrial smart systems), still, major research chal-
lenges exist. In particular, it is necessary (i) to find mechanisms to
provide real-time information about (manufacturing) processes and
(ii) to facilitate the provisioning of resources necessary to support
smart system landscapes. This has to be done taking into account the
volatility of smart systems and the IoT in general, and that the sys-
tems are potentially of very large scale, generating and processing big
amounts of data.

In the following subsections, six research challenges, which form
the foundation for the research work presented in the constituent
papers of this thesis, are discussed. Naturally, these research chal-
lenges are not completely complementary, since various relationships
between the single research challenges exist. Figure 2 provides an
overview on how these research challenges interact with each other,
which will be further discussed below.
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RC1: Resource
Allocation

RC2: Task
Scheduling

RC3: QoS

RC4: Infrastructure
Control

RC5: Industrial
Internet

RC6: Mobile
Services

Bilateral relationship between research challenges
Unilateral relationship between research challenges

Figure 2: Research Challenges Overview

1.2.1 Research Challenge 1 (RC1): How to efficiently allocate resources for
elastic smart systems in volatile scenarios?

In order to provide and invoke the manifold software services which
are at the basis of any smart system, it is necessary to allocate the
computational resources needed to execute them. With regard to the
Industrial Internet and the IoT, these resources are usually estimated
to be taken from the cloud [Bot+16; Gub+13], i.e., software services
are hosted within Virtual Machines (VMs) or software containers. In
the state of the art, the focus is mostly on the optimal allocation of
resources for single services, e.g., [SC16; Zha+15], while composed
services have gained less attention [Sch+15]. To allocate resources for
elastic smart systems in volatile systems in an efficient way, e.g., cost-
efficiently, it is necessary to predict how many resources are actually
needed, when these resources are needed, and to take into account
further constraints, e.g., non-functional properties like deadlines or
privacy aspects (see RC3).

So far, the state of the art is missing optimization approaches which
(i) are not limited to single services, but take into account composed
services, which (ii) are part of extensive system landscapes, and can
use computational resources concurrently, (iii) work in volatile sys-
tem landscapes where user requests or data volume may change at
any time, and (iv) take into account different types of resources, e.g.,
private cloud vs. public cloud resources.

Obviously, this research challenge is directly connected to QoS-
aware task scheduling, which will be discussed in the next subsec-
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tions (RC2 and RC3). Also, RC1 is related to the question how to ac-
tually control the computational resources needed in volatile systems,
which will be discussed in Section 1.2.4 (RC4).

1.2.2 Research Challenge 2 (RC2): How to schedule tasks on these re-
sources?

Once the amount of resources has been determined, it is necessary to
schedule tasks on these resources. This research challenge is closely
related to RC1, since in the case of elastic computational resources,
the task scheduling relies on the resource allocation and there might
be some control flow from the task scheduling back to the resource al-
location, e.g., since some resources might not be necessary any longer
as tasks have been preponed. In fact, many approaches which do not
allow concurrent usage of computational resources by different ser-
vices (see RC1) are aiming solely at task scheduling, since computa-
tional resources like VMs are leased for a particular task and then
released again or used for another task, e.g., [Pan+10].

While there are a number of scheduling approaches for single ap-
plications, e.g., [Lei+12], solutions for composed services are again
sparse. Existing approaches like, e.g., [BWE04; CP06], are providing
task schedules for a fixed amount of resources, which is not suffi-
cient in smart systems, as discussed above. It needs to be noted that
resource allocation and task scheduling for composed services are a
NP-hard problem [Str10] and there is no known way to decide such
problems in polynomial time [GJ79]. In the case of volatile smart sys-
tems, resource allocations and task schedules often need to be found
in short time. This makes it necessary to come up with heuristic or
approximative solutions for task scheduling. Also, task scheduling
makes it necessary to take into account QoS aspects, which are sepa-
rately discussed in Section 1.2.3.

To summarize, it is necessary to find approaches which (i) find
a task scheduling taking into account QoS constraints, (ii) feed back
decision information into resource allocation, and (iii) find task sched-
ules in polynomial time.

1.2.3 Research Challenge 3 (RC3): How to take into account QoS proper-
ties?

Without the consideration of QoS and other non-functional properties
(e.g., privacy aspects), resource allocation (RC1) and task schedul-
ing (RC2) could find solutions to the underlying decision problem
which do not necessarily meet the demands of the user. For instance,
a cost-optimal solution could be found which leads to a task sched-
ule with very long service execution time. In order to avoid this, it
is necessary to model the QoS demands of the users and take them
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into account during resource allocation and task scheduling. For this,
service providers and service consumers need to negotiate a Service
Level Agreement (SLA) which includes a number of Service Level
Objectives (SLOs) [KL03; PRS09]. Example SLO definitions include
the already mentioned deadlines or privacy aspects (i.e., a particular
data item or service is not allowed to be hosted in the public cloud),
but also availability, downtime, or reliability [Car+04; KL03]. While
the current state of the art mostly focuses on the QoS constraints for
single applications [Lei+12; WGB11], there are also approaches for
composed services. However, most of them focus on single QoS con-
straints or cost, e.g., [Juh+11], Pareto efficiency regarding time and
cost, e.g., [Bes+13], or only take into account rather simple composi-
tion structures, e.g., [VVB13].

To summarize, there is a need (i) to integrate user-defined QoS
constraints into resource allocation and task scheduling models, and
(ii) to regard these constraints during optimization.

In addition to the already mentioned RC1 and RC2, QoS aspects
also play an important role in the invocation of services on mobile
devices. This will be discussed in more detail in Section 1.2.6.

1.2.4 Research Challenge 4 (RC4): How to control the IT infrastructure?

If solutions for QoS-aware resource allocation and task scheduling
are in place (i.e., RC1-3), it is necessary to enact the required deci-
sions, i.e., when to deploy which task on which resource, and which
resources to lease. For this, a framework is necessary which is able
to control both the execution environment in order to lease or release
computational resources whenever necessary, and the actual applica-
tion environment, e.g., through a BPMS [Wes12] or a Stream Process-
ing Engine (SPE) [SÇZ05]. Basically, a number of cloud management
systems have been proposed which take into account service requests
and deploy required services on VMs, e.g., [Buy+09], often explic-
itly taking into account hybrid clouds or interclouds, e.g., [BRC10;
Rod+10], or aiming at specific aspects like energy efficiency [BAB12;
Mas+14]. Also, approaches for smart systems, e.g., smart cities [FPV14;
KCB15; Li+13], have been proposed, however not taking into account
the nature of composed services to be deployed and not focusing on
optimization of resource allocation and task scheduling. For the In-
dustrial Internet (see Section 1.2.5), conceptual frameworks have been
described, e.g., [Ren+15; Xu12]. Other approaches for the Industrial
Internet leave out the actual resource allocation and only focus on
service selection, e.g., [Tao+13]. Furthermore, first approaches exist
to deploy smart system applications on IoT-inherent computational
resources [Vög+17]. Despite this, there is a lack of frameworks explic-
itly aiming at elastic processes and elastic stream processing.
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To summarize, there is a need (i) to realize holistic frameworks not
only focusing on the optimization of computational resources, but
also (ii) taking into account the deployment needs of smart systems,
and (iii) application areas like business processes or stream process-
ing.

1.2.5 Research Challenge 5 (RC5): How to support Industrial Internet pro-
cesses conceptually and resource-wise?

As stated above, due to the proliferation of ICT and IoT technolo-
gies, the manufacturing industry is currently undergoing substantial
transformations, not only in terms of hardware, but also in terms
of CPPS and the software and services used within production envi-
ronments [aca13]. Simply putting in place IoT devices, i.e., “sensoriz-
ing” production environments, and pushing data to the cloud does
not help to improve manufacturing processes or to enable new busi-
ness models. To facilitate mass customization, to react to changing
order situations in an ad hoc manner, and to realize short time-to-
market [TST12], technological means need to be provided and ex-
ploited in order to enable flexibility and scalability of manufactur-
ing processes. One particular approach to enable manufacturing pro-
cesses which can be changed in a “plug-and-play manner” [Sch+14b]
is cloud manufacturing [Xu12; Wu+13]. As the name implies, cloud
manufacturing is based on principles originally formulated in the
field of cloud computing: Leasing and releasing manufacturing as-
sets in an on-demand, utility-like fashion, rapid elasticity of manufac-
turing process outputs through scaling leased assets up and down,
and pay-per-use through metered service. By applying cloud man-
ufacturing principles, companies are able to transform production-
oriented manufacturing processes into service-oriented manufactur-
ing networks.

While the basic principles of cloud manufacturing are easy to un-
derstand and have led to a number of conceptual solutions, there is
a lack of concrete solutions in terms of IT frameworks which support
the constitution of cloud manufacturing business networks [Wu+13;
Xu12]. Such frameworks need (i) to incorporate the means to inte-
grate and process data from arbitrary IoT-based data sources, (ii) to
virtualize real-world manufacturing assets (analogous to how phys-
ical machines are abstracted into VMs), and (iii) to provide service
and (cloud) resource management [HX15]. For the latter, the aspects
discussed in RC4 need to be taken into account.
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1.2.6 Research Challenge 6 (RC6): How to adapt (Web) services for usage
on mobile devices?

Apart from (semi-)automating decision-making processes, one ulti-
mate goal of Industrial Internet research efforts is to provide users
like managers or shop floor workers with information, e.g., by pro-
viding Key Performance Indicators (KPIs) [Dav+12]. Also, data needs
to be transferred to machines, e.g., on the shop floor.

As depicted in Figure 1, user interaction may be done via client soft-
ware running on a laptop or on a smartphone. Despite the fact that
today, mobile user clients like smartphones are very powerful com-
putational devices, the actual connection bandwidth and throughput
may still be an issue, especially in harsh (manufacturing) environ-
ments [GH09; GLH10]. In addition, not all mobile devices used in
the Industrial Internet might be as powerful as smartphones. Even
for smartphones, energy and bandwidth constraints persist [CCL09].
Therefore, it is a desirable goal to minimize the amount of data that
needs to be transferred to mobile clients and to minimize the commu-
nication overhead in general.

In the case of Web services, a large number of approaches to opti-
mize data transfer in order to ensure QoE or QoS have been proposed,
e.g., by making sure that the best connection is selected in every situ-
ation [GJ03; KKP08], or the according content (i.e., service output) is
adapted [LL02; Zha07].

Since the selection of the best adaptation mechanism is context-
dependent, there is (i) a need for a mechanism which is able to choose
the best adaptation mechanism based on the user or system context.
In addition, (ii) caching and prefetching mechanisms might be use-
ful in order to decrease the data transfer or make sure that data is
available at all.

1.3 thesis structure

Based on the discussed research challenges, the main focus of the
solutions presented in this thesis is on cloud-based computational
resources for the processing of IoT data and the enactment of business
processes.

For this, we present novel concepts, methods, and technologies toElastic Computing

efficiently exploit and invoke elastic (cloud-based) computational re-
sources (RC1, RC4) for utilization in the Industrial Internet and other
smart systems (RC5), and for scheduling tasks accordingly on these
resources (RC2). The main focus will be on elastic computing, namely
the realization, configuration, and optimization of elastic processes
and elastic stream processing using cloud-based resources. Optimiza-
tion is aiming at cost efficiency, taking QoS constraints into account
(RC3).
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Moreover, it is necessary to consider the needs of potentially re- Mobile Services

source-limited client devices and adapt (cloud-based) services for us-
age on such devices (RC6). Therefore, as a secondary part of this
work, solutions for efficient usage of distributed computational re-
sources on (mobile) devices with limited capabilities are discussed.
To achieve this, methods to select and adapt Web service invocations
aiming at reduced network usage are introduced.

The remainder of this thesis is organized as follows. Chapter 2

presents research challenges and contributions in resource allocation
and task scheduling for elastic processes. Chapter 3 describes research
questions and contributions regarding process support for the Indus-
trial Internet. Chapter 4 focuses on QoS-aware adaptation and opti-
mization in SOC. A brief summary and outlook on future research
topics is given in Chapter 5.

The constitutional papers of this habilitation thesis can be found
in Part ii, which follows the structure of Chapters 2–4: Chapter 6

presents contributions on resource allocation and task scheduling for
elastic processes, Chapter 7 focuses on solutions for stream process-
ing and cloud manufacturing for the Industrial Internet, and Chap-
ter 8 includes papers on QoS-aware service-oriented computing.

While the research presented in this thesis draws major motiva-
tion from the Industrial Internet, it needs to be noted that the re-
search results are not limited to this particular application domain.
Apart from [Sch+14b], the representative published scientific work
presented in Part ii is not directly aiming at the Industrial Internet,
but has a more generic scope towards smart systems and generic pro-
cess landscapes.





2
R E S O U R C E A L L O C AT I O N A N D TA S K S C H E D U L I N G
F O R E L A S T I C P R O C E S S E S

2.1 overview

The realization of scalable process landscapes is an important pre- Business Processes

requisite to provide real-time information about real-world business
processes, e.g., in the Industrial Internet, but also in other application
domains. Such business processes are composed from single activities
which can be provided by humans or by information systems [STD08;
Wes12]. If an activity is supported by an information system, it can be
an originary software service, e.g., providing data analytics based on
IoT data [LL15], or a (value-added) software wrapper for a real-world
entity, e.g., an industrial machine, which is accessed and controlled
through this service [Gil+07; Xu12].

The needs of the software parts of a process1 in terms of compu- Computational
Resourcestational resources depend on inherent characteristics of the services

as well as their contexts. For the work presented in this thesis, the
most important inherent characteristic is the actual complexity of the
tasks carried out, while the most important service and process con-
text aspects include the data input, user-defined constraints defined
in an SLA, and the dynamic behavior of the resources. The charac-
teristics of the computational resources needed for the execution of a
single process depend on the complexity of the process model, which
may be a combination of simple and complex patterns [Aal+03]. Also,
with regard to computational resources, time constraints are of inter-
est [EPR99], since these constraints need to be taken into account
when deciding at which point in time which amount and kind of
resources are needed. Time constraints can also be beneficial inputs
during resource allocation and task scheduling, since they allow to
derive the timing of future process activities in terms of the point in
time by when an activity needs to be finished. Therefore, timing in-
formation allows to calculate how many computational resources will
be needed at a future point in time. Indeed, the fact that tasks in a
business process are part of a sequence is at the core of the resource
allocation and task scheduling solutions presented in this work (see
Section 2.3).

Business processes are not standalone entities, but part of poten- Process Landscapes

tially very large business process landscapes, i.e., it is not sufficient to
take into account the demands of a single process instance, but it

1 Also known as workflow [Bec+99; LR99]. However, we will use the term process in
this thesis.

15
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is rather necessary to take care of the demands of the complete, of-
ten volatile ecosystem, i.e., the business process landscape. While this
increases the complexity of the problem to be taken into account, it
also allows, e.g., to share computational resources [Sch+15]. This may
lead to better cost efficiency of approaches explicitly aiming at elastic
processes compared to the ad hoc allocation and scheduling of single
applications or single process instances.

As has already been discussed in Section 1, today’s means to sup-
port scalable process landscapes rely on cloud-based computational
resources [Sch+15]. This kind of resources is also at the core of our ap-
proaches to realize elastic processes. The conceptual and implemented
solutions in this area can be partitioned into two fields: First, it is
necessary to establish the basic means to realize elastic BPMS, i.e.,
methodologies and tools to control both the cloud and the actual
business process landscapes (see RC4), and important helper func-
tionalities, e.g., to predict the actual resource demands. These topics
will be discussed in more detail in Section 2.2. Based on these basic
results, it is possible to establish means to optimize resource alloca-
tion and task scheduling under QoS constraints (see RC1-3), which
will be discussed in more detail in Section 2.3.

2.2 elastic bpms

Research in the field of elastic BPMS is based on the assumption that
the concurrent control of a business process landscape in terms of pro-
cess enactment and of the cloud infrastructure is beneficial both with
regard to the cost-efficient assignment of computational resources as
well as the non-functional requirements of the process landscape. The
latter includes scalability and adherence to non-functional require-
ments (e.g., deadlines) of the overall process landscape based on the
current and future resource demands and constraints of running and
requested process instances. The goal is to realize the means for au-Autonomic Process

Landscapes tonomic process landscapes, which self-configure and self-optimize
themselves, following the vision of autonomic computing by Kephart
and Chess [KC03]. Figure 3 shows the typical steps to be carried out
in an autonomic system by a so-called autonomic manager. As it can
be seen, an autonomic system needs the means to monitor the state
of a system (in terms of resource utilization and non-functional be-
havior of services), analyze this state (e.g., with regard to pre-defined
KPIs), plan according actions, and finally execute this plan before the
loop starts allover again. This is done based on knowledge about the
system which is stored in a database. It should be noted that in smart
systems, different parts of the loop may be carried out at the same
time, e.g., monitoring is done at all times and therefore also during
analysis, planning, and execution.
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Figure 3: MAPE-K Loop (Adapted from [KC03])

In order to support autonomous elastic processes, it is necessary
to build an elastic BPMS which covers all steps of the loop by be-
coming an autonomic manager. For this, the elastic BPMS needs to
provide the means for (i) monitoring the process landscape and the
computational resources in terms of CPU and RAM utilization, and
the non-functional behavior of services in terms of execution time and
availability, as well as to (ii) analyze the state of the system (includ-
ing process requests and running processes) based on the monitored
data. The goal of this analysis is to find out if there is currently any
under- or overprovisioning regarding the computational resources
(e.g., VMs) and to detect SLA violations in order to carry out accord-
ing countermeasures if necessary, e.g., to provide further resources,
redo task scheduling, or reinvoke a service. The next functionality to
be supported is (iii) planning, which goes beyond the analysis by not
only computing the current status of the system, but also taking into
account knowledge about future process activities to be carried out
in order to plan the resource allocation and task scheduling (see Sec-
tion 2.3). Accordingly, functionalities are needed to (iv) execute the
resource allocation and tasks scheduling.

To achieve this, we provide the following research contributions
[BSH16; Hoe+13; Hoe+15a; Hoe+16; HSD13; Sch+13b; Sch+13c; Sch+13d;
Sch+15; Wai+17; WHS16]:

• We conceptualize and implement the Vienna Platform for Elas- Research
Contributionstic Processes (ViePEP), which is a full-fledged research elastic

BPMS covering the above-mentioned MAPE-K cycle for elastic
processes (see Section 2.2.1).

• We develop mechanisms for the prediction of resource utiliza-
tion of software services enacted in the cloud, which may be
used for standalone services and in the context of elastic pro-
cesses (see Section 2.2.2).
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• We provide solutions for the redundant storage of data (see Sec-
tion 2.2.3), which may be used in processes or standalone appli-
cations.

For the planning part, the BPMS depends on algorithms for resource
allocation and task scheduling, which will be separately discussed
in Section 2.3. An in-depth discussion of the state of the art in elas-
tic Business Process Management (BPM) can be found in [Sch+15],
which is one of the constituent papers of this habilitation thesis.

2.2.1 The Vienna Platform for Elastic Processes
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Figure 4: Vienna Platform for Elastic Processes [Sch+15]

To establish an elastic BPMS, we develop the functionalities to sup-
port process execution in the cloud in an elastic way. While different
elasticity dimensions can be taken into account, the focus is on re-
source and quality elasticity. The resulting Vienna Platform for Elastic
Processes (ViePEP) (see Figure 4) offers the following major function-
alities.

• Clients are able to request the instantiation of arbitrary process
models. Clients are able to define an according SLA for the sin-
gle process instances and/or single process activities, i.e., ser-
vices. The BPMS VM (see below) is able to serve different clients
at the same time.

• The process landscape and the cloud-based computational re-
sources are controlled by means of load balancing, scheduling,
and reasoning, which wrap the algorithms for resource alloca-
tion and task scheduling (see Section 2.3). These functionalities
are part of the BPMS VM.
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• A service repository is used to store software artifacts necessary
to execute a software-based elastic process.

• Data is shared between the elastic BPMS and the application
servers via a distributed shared storage [Sch+13b; Sch+13c]. This
storage serves as the knowledge base, and includes information
about which service instances are running on which VMs, how
many VMs are currently part of the system, which types of VMs
are running, and information about requested and running pro-
cesses and services.

• Finally, the elastic BPMS needs to provide the means to con-
trol application servers. The application servers are deployed
on VMs (called Backend VMs) which host the software services
to be executed as part of a process instance. Through the appli-
cation servers, the Backend VMs provide the means to monitor
service executions and resource utilization on the application
server.

As it can be seen, the BPMS VM is at the core of ViePEP. Within BPMS VM

the BPMS VM, we provide functionalities for the deployment of pro-
cesses (and their underlying software services), and to dynamically
arrange incoming process requests on cloud-based computational re-
sources: A Backend VM can be controlled by a BPMS VM, e.g., in
order to instantiate additional service instances if necessary. Through
the so-called Action Engine (located at the Backend VM), it is possible
to start a new VM, terminate a VM if it is not needed any longer, du-
plicate an existing VM if another instance of the service hosted on the
VM is needed, exchange the hosted service by another service, and
move a running service to another Backend VM, e.g., with more or
less computational resources. Thus, scaling in and out is supported.

Both BPMS VMs and Backend VMs could be hosted in a private
cloud or a public cloud environment or a mixture thereof. All ViePEP
components are loosely coupled, which allows to replace single func-
tionalities with little effort. In fact, this permits to develop and in-
tegrate different optimization approaches for resource allocation and
task scheduling, which will be discussed in Section 2.3. While ViePEP
has been tested with OpenStack and Amazon Web Services (AWS),
the interfaces are open and further cloud providers could be inte-
grated with little effort.

To the best of our knowledge, ViePEP is the first elastic BPMS pre-
sented, thus contributing substantially to the establishment of a re-
search community in the field of elastic processes. Also, in Schulte
et al. [Sch+13b], a first systematic description of research needs in the
field of elastic BPMS is provided. In the course of this analysis, the
basic considerations for later optimization approaches are identified,
e.g., exact vs. heuristic reasoning, global vs. local approaches, and
continuous vs. interval reasoning. These basic considerations were
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later on taken into account during the work on resource allocation
and task scheduling algorithms.

2.2.2 Resource Prediction

In order to derive how many computational resources are needed for[BSH16]:
“Predicting Cloud

Resource
Utilization”

carrying out single software services and therefore accumulations of
these services, e.g., business processes, process landscapes, or stream
processing topologies, it is necessary to predict resource utilization
for the single services. For this, we conceptualize, implement and
evaluate a predictor for cloud resource utilization. Our contributions
[BSH16] are as follows:

• We introduce and implement a machine learning-based approachResearch
Contributions for resource utilization prediction on a per-task and per-resource

level.

• The presented solution applies Artificial Neural Networks (ANN)
to compute predictions based on available historic data, i.e., past
task executions.

• We evaluate the prediction approach using a real-world dataset.

The prediction is the basis for a predictive resource provisioning and
task scheduling strategy [GB12], as will be further outlined in Sec-
tion 2.3. This may lead to improved resource efficiency and overall
response time for the system in question, compared to an ad hoc,
reactive approach [Isl+12].

However, simple (linear) regression models are not sufficient for
the prediction of cloud resource utilization, since cloud-based compu-
tational resources do not necessarily scale linearly with the cardinality
of their inputs and may also exhibit some degree of uncertainty with
regard to the computational power offered [Bor+14; Len+11]. Hence,
after discussing different prediction algorithms, we select ANN mod-
els for our prediction approach. ANNs are inspired by biological neu-
rons [Bis06]. We create an according system model which describes
the type of task to be provisioned (here: service to be executed) and a
vector of input data for this task. The system model also contains a list
of potential resources for which utilization needs to be predicted. In
the case of cloud-based computational resources, VMs are regarded
as resource types. For each different type of resource, a prediction of
utilization is returned by our prediction model.

During the evaluation of the resource utilization prediction model,
we compare the results of our ANN-based approach with a linear
regression model, which represents the state of the art. As test data
set, compilation times from a publicly available Continuous Integra-
tion (CI) repository, namely Travis CI2 is applied. We show that with

2 http://travis-ci.org

http://travis-ci.org
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our model, we are able to reduce prediction errors (compared to lin-
ear regression) by 20% for the median case. For 72% of all tested cases,
our model outperforms the baseline.

It should be noted that the developed prediction mechanism may Future Work

be applied in any setting where cloud-based computational resources
may be applied. So far, the solution has been applied to single ser-
vices (more precisely: compilation times in CI) [BSH16] while work in
the field of elastic data stream processing is currently under review.
First experiments have shown that there is a need for a prediction
toolset applicable and customizable for different types of applications,
e.g., elastic stream processing or elastic processes.

2.2.3 Data Redundancy

The usage of different service providers in order to avoid vendor and
data lock-in effects as well as to decrease cost is a well-known basic
principle for risk-aware IT operators who want to use cloud-based
computational resources [Arm+10; Kur+11; TCB14]. This basic princi-
ple has also been applied to the field of cloud storages, e.g., [Ber+11].
If data is stored in a redundant way, it is possible to allow self-healing
of an application or process which depends on this data, even if one
particular cloud storage provider is not available anymore. For this,
the data is recovered from still available storages and can then be
used again.

While the basic means for data redundancy in the cloud, in terms
of frameworks and software solutions, are already existing, there is
a lack of cost-efficient approaches which optimize the storage usage
with regard to redundancy. Therefore, we make the following contri-
butions in this field [Wai+17; WHS16]:

• We introduce local and global optimization models for cost- Research
Contributionsefficient data redundancy in the cloud. The Mixed Integer Lin-

ear Programming (MILP)-based models take into account QoS
needs (e.g., availability) as defined by the data owners. In addi-
tion, a heuristic for the global optimization model is presented.

• We apply erasure coding [WK02] in order to achieve data re-
dundancy.

• We implement a cloud storage middleware named CORA which
can be applied by users in order to enact our optimization mod-
els.



22 resource allocation and task scheduling for elastic processes

The goal of the formulated and implemented optimization mod-[WHS16]:
“Cost-Efficient Data

Redundancy in the
Cloud”

els is to optimize the placement of arbitrary data objects on cloud
storages with regard to the occurring cost. For this, the models con-
sider different cost categories including data transfer and migration
cost, the actual storage cost, and cost for Create, Read, Update, Delete
(CRUD) activities (most importantly read and write requests). In con-
trast to the state of the art, our approach takes into account a sophis-
ticated pricing model for public cloud storage providers, allowing to
include Block Rate Pricing (BRP), Billing Storage Units (BSUs), and
Billing Time Units (BTUs). This allows us to consider long-term stor-
ages like, e.g., Amazon S3 Standard – Infrequent Access3, which are
not covered in the state of the art.

The optimization models recognize historical data access patterns,
i.e., information about past data accesses is applied to predict future
data access. Here, the basic assumption is that data access patterns
stay the same over a period of time [MEW00]. In addition, the models
ensure user-defined QoS requirements, namely availability, durability,
and the vendor lock-in factor. The latter defines how many different
storage providers should be used in a particular setting and therefore
sets the parameters for erasure coding.

While a basic optimization model is implemented in [WHS16], a[Wai+17]:
“Cost-Optimized
Redundant Data

Storage in the
Cloud”

more sophisticated version is presented in [Wai+17]. The former ap-
plies the above-mentioned considerations, but conducts the optimiza-
tion for single data objects, i.e., applies a localized optimization ap-
proach. Therefore, the major drawbacks of the basic model are the nat-
ural limitations of the localized optimization approach, which only
finds a local optimum. Hence, we have added a global optimization
model, which finds a global optimum for all data objects. Since the
underlying decision problem is NP-hard [PBA12], it is not known if
it is possible to find a solution to the global optimization model in
polynomial time. Therefore, a heuristic optimization approach is pre-
sented for the global optimization problem. The heuristic is based on
the idea that data chunks can be categorized into classes, based on
the size and the outgoing traffic of a data chunk. A fitting storage for
a class of data chunks is then computed for one representative data
object, applying the localized optimization approach.

The optimization models and the heuristic are enacted from within
CORA, which is a cloud-based storage middleware able to interact
with arbitrary public and private cloud storages and to enact erasure
coding to place data chunks on different cloud storages. SLOs are de-
fined per file. CORA continuously monitors stored data objects and
initiates a new optimization cycle if necessary. Optimization is done
in case a CRUD operation needs to take place, the number of avail-
able cloud storages change, and additionally in regular, predefined
intervals.

3 https://aws.amazon.com/s3/storage-classes/

https://aws.amazon.com/s3/storage-classes/
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The evaluations are based on an extensive real-world cloud storage
access trace [Gra+15]. In the evaluation setup, the parameters for long-
term and standard storage services from Amazon S3, Google Cloud
Storage, as well as a private Swift-based cloud storage system are
applied. The evaluation duration is set to 720 hours. As a baseline,
the cost are calculated for a scenario where no cost-optimization is
done. For the localized optimization model, we show that we are able
to decrease the cost by 11% compared to the baseline. For the global
optimization, cost savings are 31.36%, while the heuristic leads to a
cost reduction of 24.61%.

Because the global optimization does not compute for large sets
of data chunks, a second evaluation was conducted which only com-
pares the heuristic approach to the baseline, however, with a larger
number of data chunks. In this scenario, cost savings between 30.9%
and 32.16% were achieved (depending on the parameter setting). In
addition, the heuristic and the global optimization approach were
compared with regard to their runtime performance. Here, it was
shown that the heuristic is able so solve the problem >50 times faster
than the global optimization approach.

As mentioned above, the presented optimization models and the Future Work

heuristic are generally applicable for cloud-based applications and
also for elastic processes. Regarding the latter, it might be a promis-
ing approach to place data in the vicinity of software services used
in processes. By taking into account the needs of process and data
owners, data and processes could be co-located in order to decrease
cost and latencies.

2.3 optimization of elastic processes

With the basic framework, technologies, and methodologies in place
(see Section 2.2), it is possible to realize mechanisms for resource
scheduling and task allocation to execute business processes on cloud-
based computational resources. For this, we have iteratively conceptu-
alized a number of solutions and optimization models for resource al-
location and task scheduling for elastic processes [Hoe+13; Hoe+15a;
Hoe+16; HSD13; Sch+13d]. The goal of these solutions is that the best-
fitting resources (here: cloud-based computational resources) perform
an activity (here: a process task) at the right time [KAV02] and under
given user-defined constraints (here: process deadlines). Our contri-
butions in this area are as follows:

• We conceptualize and implement a number of solutions for Research
Contributions(cost-efficient) resource allocation and task scheduling for elas-

tic processes.

• We present both (MILP-based) optimal solutions and heuristics.
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• We take into account complex process patterns, penalty cost,
BTUs, and different types of VMs.

• We allow the optimization of elastic processes in public and
private clouds, and mixtures thereof, i.e., hybrid clouds.

Notably, all approaches presented in this section presume that the
services which represent single process tasks are hosted on different
VMs and can be invoked concurrently from within different process
instances. Also, all approaches aim at the optimization of a complete
process landscape, not at resource allocation and task scheduling of
single process instances.

In an early proof-of-concept approach presented in [Hoe+13], the[Hoe+13]:
“Self-Adaptive

Resource Allocation
for Elastic Process

Execution”

demand of an elastic process landscape regarding computational re-
sources is calculated based on currently running process instances
and incoming and queued process requests. For each process request,
a deadline can be defined by the process owner.

In this approach, only sequential process models and one VM type
are regarded, which simplifies the calculation of needed resources.
For this calculation, the CPU utilization of a service invocation is
of primary interest and therefore calculated using Ordinary Least
Squares (OLS) linear regression. Based on the results of these cal-
culations and the knowledge about running and upcoming service
requests, this early solution derives the needed amount of computa-
tional resources to enact the requested process instances. ViePEP uses
this information to lease an according amount of VMs for a particu-
lar timespan. BTUs are not taken into account. During runtime, the
utilization of leased VMs in terms of CPU and RAM utilization is
monitored and also taken into account for the scheduling of tasks.

This early solution is evaluated with regard to the cost for leasing
VMs. For this, one particular process model is used and executed
20,000 times. The model includes five different tasks with varying re-
source demands. Three different process request arrival patterns are
simulated to show the applicability of the solution in scenarios with
constantly and rather arbitrarily incoming process requests. The re-
sults are compared to a baseline without optimization, i.e., a scenario
where tasks are scheduled based on their deadlines and new VMs are
leased/released if a particular upper/lower threshold is exceeded. By
applying the basic resource allocation and task scheduling solution,
cost savings can be achieved for all three arrival patterns. The sav-
ings are between 1.55% and 13.3%, depending on the pattern used in
the evaluation runs. It should be noted that the total duration until
all process models are enacted is higher if applying our solution in
the case of arbitrary access patterns. In the case of constant process
request arrivals, the usage of the baseline approach leads to a longer
overall duration.
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While the first solution presented in [Hoe+13] shows some promis- [HSD13]:
“Workflow
Scheduling and
Resource Allocation
for Cloud-based
Execution of Elastic
Processes”

ing evaluation results, it nevertheless does not provide an optimiza-
tion of resource allocation and task scheduling. Instead, this solution
simply makes sure that all processes are scheduled and that deadlines
are met. Hence, in [HSD13], we extended our approach by mecha-
nisms to ensure that leased resources are utilized as much as possible.
Again, we apply OLS linear regression for the calculation of resource
demands. In addition, OLS is also used for predicting the duration of
service invocations.

Based on this information, expected deadlines and necessary start-
ing times for all service invocations can be calculated, i.e., ViePEP gets
knowledge about which process steps need to be carried out at what
point in time. Again, this allows to compute the amount of resources
necessary at a particular point in time.

In general, tasks are scheduled so that they meet their individual
deadlines. However, if spare resources are available in a particular
time period, the task scheduler moves service invocations to an ear-
lier timeslot, if this does not lead to a conflict with the intended con-
trol flow of a process model. By moving service invocations to earlier
timeslots, it is possible to achieve a higher saturation of the leased
computational resources. Scheduling and resource allocation are re-
done once the system landscape changes, e.g., if new process requests
arrive or the resource utilization of the leased VMs is not as predicted.
In addition, scheduling and allocation are done in regular intervals.

In the evaluation, we apply the same process model and amount
of process instances as in [Hoe+13]. Once more, we use different
process request arrival patterns and apply total execution duration
and cost as evaluation metrics. The baseline is again following a
threshold-based approach, however, this time taking into account the
deadlines of the single tasks, while in [Hoe+13], this information is
not regarded. Hence, the baseline already applies basic scheduling
functionalities. Despite this, we are able to show that depending on
the arrival pattern observed, a cost decrease of 1.4% to 8.3% can be
achieved, compared to the baseline. Regarding the time savings, im-
provements between 4.3% and 6.8% were achieved.

While the work presented in [HSD13] provides a first systematic [Sch+13d]:
“Cost-Driven
Optimization of
Cloud Resource
Allocation for
Elastic Processes”

approach to resource allocation and task scheduling, there is no ap-
plication of a formal optimization model. Therefore, in [Sch+13d],
which is an invited extended version of [HSD13], we introduce a for-
mal model for the cost-driven optimization of resource allocation of
cloud-based computational resources for elastic processes. For this,
we develop a cost model, provide the mechanisms to predict the cost,
and to perform a cost/performance analysis. The objective function
applies Integer Linear Programming (ILP).

As outlined in Section 1.2.2, the decision problem for resource allo-
cation and task scheduling is NP-hard, which renders the applicabil-
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ity of the optimization model difficult for large-scale scenarios. Hence,
a heuristic is also developed for the formal model.

While in the former papers, only sequential process models were
allowed, the formal model now also integrates the AND, XOR, and
loop patterns [Aal+03]. However, it is still assumed that the next pro-
cess task to be executed is known. In addition, we foresee now dif-
ferent types of VMs which provide different computational resources
in terms of number of CPUs, RAM, and bandwidth. Following well-
known pricing schemes, e.g., from Amazon EC2, the cost of these
VMs are proportional, i.e., if the amount of cores doubles, the leasing
price doubles as well.

In the evaluation of the heuristic, we again apply the process model
that has already been used in [Hoe+13; HSD13]. Also, the same thresh-
old-based baseline as in [HSD13] is applied for comparison purposes.
The baseline is not able to choose the best-fitting VM type. Two re-
quest arrival patterns are used in the implementation – a constant
one and a linearly rising one.

With regard to cost, we are able to show a substantial decrease
in cost if comparing the heuristic and the baseline, ranging between
16.5% and 22.6%, depending on the applied arrival pattern. The heu-
ristic is also able to decrease the duration of all process executions
substantially, by 22.3% to 25%.

While [Sch+13d] already provides a formal model for resource
scheduling, the model is not implemented. A major limitation of the
formal model is the fact that the next process step must be known
in advance, i.e., complex process patterns are not supported during
optimization of a resource allocation and task scheduling plan. Fur-
thermore, the model is missing some aspects which are of interest in
real-world settings: First, penalty cost, which the provider of ViePEP
would have to pay if an SLA violation takes place, are not regarded.
Second, BTUs have also not been regarded so far. Third, service de-
ployment times and VM startup times have not been explicitly taken
into account.

Hence, a new optimization model is presented in [Hoe+16], which[Hoe+16]:
“Optimization of
Complex Elastic

Processes”

provides a worst-case analysis for complex process patterns (XOR-
blocks, AND-blocks, repeat loops). This includes the support of inter-
laced, recursive patterns. The model also takes into account penalty
cost and BTUs. The resulting model is named Service Instance Place-
ment Problem (SIPP) and applies MILP. Its general goal is to mini-
mize the cost of process enactments, taking into account leasing cost
for computational resources and arising penalty cost. Optimization is
done with regard to multiple time periods, i.e., multiple optimization
steps are carried out. Penalty cost are calculated based on a linear
penalty function. Notably, paying penalty cost essentially means that
the deadline of a process instance is postponed, i.e., if penalties are
paid, the time allowed to finish a process instance is extended.
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For the evaluation, ten different process models from the SAP ref-
erence model [CK97; KT98] have been chosen. These process models
feature different degrees of complexity in terms of number of process
steps and process patterns. To carry out the single process steps, ten
different software services are conceptualized and simulated. These
services feature different requirements with regard to expected CPU
load and service makespan. Two types of SLAs are applied, namely a
lenient and a strict SLA. As SLO, the process deadline is taken into ac-
count. In addition, we apply different process request arrival patterns,
a constant one and a rather arbitrary one. The evaluation results are
compared to a threshold-based baseline.

The evaluation is carried out with regard to (i) cost, (ii) SLA ad-
herence, and (iii) total makespan. We show that depending on the
applied SLA type and arrival pattern, the SIPP reduces SLA viola-
tions up to 32.67%, decreases the cost by 35.65% to 47.66%, while the
total makespan is increased by 2.92% to 22.08%.

In [Hoe+15a], the SIPP optimization model is extended by the means [Hoe+15a]:
“Cost-Efficient
Scheduling of Elastic
Processes in Hybrid
Clouds”

to take into account data transfer cost and times, and the possibility to
instantiate services both in the public cloud and the private cloud. In
contrast, our former work primarily aimed at the usage of computa-
tional resources from private clouds. By the integration of capabilities
for hybrid clouds, it is possible to avoid vendor lock-ins, achieve low
latency (due to geographical distribution), and wider resource avail-
ability. In the extended SIPP optimization model, the usage of private
cloud resources is preferred, since these resources cause less cost than
the leasing of public cloud resources.

For the evaluation, the same set of process models from the SAP ref-
erence model as in [Hoe+16] has been selected, while the ten different
software services used for the process instances have been adapted (in
terms of individual CPU load and makespans). The baseline is also
extended, as the baseline used in [Hoe+16] is not able to differentiate
between private and public cloud resources. Hence, the baseline is
now able to fill the private cloud up to a particular threshold. After-
wards, resources from the public cloud are leased and used for pro-
cess enactment. We apply the strict and lenient SLAs from [Hoe+16]
and slightly adapt the two process request arrival patterns from our
former work.

Again, the evaluation is carried out with regard to (i) cost, (ii) SLA
adherence, and (iii) total makespan. We show that depending on the
applied SLA type and arrival pattern, the extended SIPP reduces the
total cost between 35.97% and 61.38%. We explicitly discuss the data
transfer cost, and are able to show that these cost are decreased by
85.59% to 100% by the data transfer-aware SIPP, which also explains
a major part of the savings with regard to total cost. The results with
regard to SLA adherence are more mixed, since this value is actually
decreased compared to the baseline (between minus 10.45 percentage
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points and plus 5.24 percentage points). It should be noted that this
can be traced back to the consideration of penalty cost in the SIPP, i.e.,
that from the perspective of cost efficiency, it is in many cases more
meaningful to accept SLA violations but therefore have lower cost.
Finally, as has already been observed in [Hoe+16], the total makespan
is increased by the usage of the extended SIPP (by 1.02% to 11.27%).

Table 1: Overview of Contributions in Optimization of Elastic Processes

Supported
Process
Patterns

VM
Types

BTUs Pen-
alty
Cost

Hybrid
Clouds

Approach

[Hoe+13] Sequences 2 2 2 2 Heuristic
without
reschedul-
ing

[HSD13] Sequences 2 2 2 2 Heuristic
with
reschedul-
ing

[Sch+13d] Sequences,
XOR, AND,
loops1

2� 2 2 2 ILP &
heuristic

[Hoe+15a] Sequences,
XOR, AND,
loops

2� 2� 2� 2� MILP

[Hoe+16] Sequences,
XOR, AND,
loops

2� 2� 2� 2 MILP

1 Next step needs to be known

Table 1 provides an overview of the approaches discussed in Sec-Overview

tion 2.3, and exemplifies the iterative research approach used with
regard to the optimization of elastic processes. As it can be seen, the
different publications add particular functionalities to the optimiza-
tion of elastic processes. Notably, [Hoe+16] content-wise is a prede-
cessor of [Hoe+15a], but has nevertheless been published later (but
accepted for publication earlier).

In all of the approaches presented above, VMs are used as theFuture Work

unit of cloud-based computational resources. While this leads to very
good results, it should be noted that VMs are rather coarse-grained
and also need quite some startup time, which reduces the flexibil-
ity of an elastic process landscape. Therefore, the usage of containers
[Hoe+15b; Pah+18] instead of VMs might be a promising solution.

Also, it should be noted that the (extended) SIPP as presented in
[Hoe+15a; Hoe+16] can only be applied to rather small process land-
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scapes, since the underlying optimization problem is NP-hard. Hence,
it is necessary to develop heuristics for the SIPP, which allow to pro-
vide cost-efficient resource allocation and task scheduling for large-
scale elastic process landscapes.

Also, there is a number of further process patterns, like OR-blocks
or unstructured process components, which could be regarded within
our optimization models (see Section 4.3). At the moment, unstruc-
tured process components cannot be taken into account for elastic
process optimization.

Recently, the impact of cognitive computing on BPM has been dis-
cussed [HN16]. One particular topic in this area is the dynamic re-
source allocation based on cognitive capabilities [Rög+17]. This might
also be a promising starting point for novel approaches in the field of
elastic process enactment.

Table 2: Contributions of Publications to Research Challenges in Elastic Pro-
cesses (2�: Primary Concern, 4: Secondary Concern, 2: No Concern)

RC1 RC2 RC3 RC4 RC5 RC6

Constituent Publications

[Hoe+13] 2� 4 2� 2� 4 2

[Hoe+15a] 2� 2� 2� 2� 4 2

[Sch+15] 2� 2� 2� 2� 4 2

[Hoe+16] 2� 2� 2� 2� 4 2

Further Publications

[HSD13] 2� 2� 2� 2� 4 2

[Sch+13b] 4 4 4 2� 4 2

[Sch+13c] 4 4 4 2� 4 2

[Sch+13d] 2� 2� 2� 2� 4 2

[BSH16] 4 4 4 4 2 2

[WHS16] 4 2 2� 2� 4 2

[Wai+17] 4 2 2� 2� 4 2

Table 2 shows how the single publications contribute to the re- Research Challenges

search challenges discussed in Section 1.2. Not surprisingly, the re-
search outcomes in the field “Resource Allocation and Task Schedul-
ing for Elastic Processes” primarily aim at RC1-RC4, while providing
important foundations to answer RC5.
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Paper [2] was a joint work resulting from the Master thesis of Philipp
Hoenisch at TU Wien, which has been written partially during an in-
ternship of Mr. Hoenisch at University of New South Wales (UNSW),
where he was supervised by Srikumar Venugopal. Philipp Hoenisch
later on became a PhD student funded by the EU project SIMPLI-
CITY: The Road User Information System of the Future. The paper
describes a first basic approach to minimize cost during enactment of
business processes in the cloud. I was responsible for setting up the
collaboration with UNSW and defining the topic of the Master the-
sis. I co-supervised the implementation work done during the Master
thesis and wrote the complete paper. In addition, I was responsible
for defining the evaluation setup.

Paper [6] was a joint work in the context of the Master thesis
of Christoph Hochreiner at Wirtschaftsuniversität Wien, who later
on became a PhD student funded by the EU project Cloud-based
Rapid Elastic MAnufacturing (CREMA). The paper extends the origi-
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and data transfer. I was responsible for the original idea to extend the
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Venugopal, Ingo Weber, and Philipp Hoenisch. The goal of this pa-
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example scenario, and wrote the sections on scheduling and resource
allocation as well as the corresponding section on future research di-
rections. In addition, I contributed to the identification of challenges
for elastic BPM and to the description of ViePEP and revised the com-
plete paper.

For paper [9] , I was responsible for setting up the collaboration
with TU Darmstadt and the basic idea of optimization of complex
elastic processes. The paper provides the SIPP (see Section 2.3). To
the actual paper, I contributed several sections and revised the sec-
tions written by the main author Philipp Hoenisch. In addition, I
contributed to the development of the optimization model and set up
the evaluation scenario.

2.4.2 Further Publications

Paper [1] contributes a first systematic approach to resource alloca-
tion and task scheduling for elastic processes (see Section 2.3). I co-
supervised the implementation work done for the paper and wrote
several sections of the paper. In addition, I revised the sections writ-
ten by Philipp Hoenisch.

In papers [3; 4] , the original version of ViePEP (see Section 2.2.1)
was presented. ViePEP is the main result of the Master thesis of
Philipp Hoenisch (see above), for which I defined the topic and co-
supervised the implementation work. I was the main author of both
papers.

Paper [5] provides a first ILP-based optimization approach for elas-
tic processes and a heuristic. I was responsible for setting up the col-
laboration with TU Darmstadt which led to this paper. I wrote most
of the paper, revised the input by the co-authors, and contributed to
setting up the optimization model.

The work presented in paper [8] has been implemented by my PhD
student Michael Borkowski, who was also responsible for writing
most of the paper. I contributed by defining the original idea of re-
source utilization prediction, which is at the core of this paper. In
addition, I revised the sections written by Mr. Borkowski.

Papers [10; 11] present optimization approaches for the redundant
storage of data in the cloud. The work presented has been imple-
mented by my PhD student Philipp Waibel, while the original idea
of optimized, redundant data storage in the cloud was defined by me
during the work on the CREMA project proposal. I guided the imple-
mentation and writing work done by Mr. Waibel for both papers and
contributed to the evaluation scenarios. In addition, I revised both
papers.
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P R O C E S S S U P P O RT
F O R T H E I N D U S T R I A L I N T E R N E T

3.1 overview

In Chapter 2, we have presented the basic means to realize elastic pro-
cess landscapes. Such process landscapes are one important building
block for the distributed smart systems which are at the core of the
Industrial Internet. However, while providing an approach on how to
technically realize the software interactions necessary in today’s high-
paced manufacturing processes, elastic processes only explicitly give
insights on how these processes should actually be modeled and ex-
ecuted in the real world. For this, it is necessary to provide methods
capable of handling the highly flexible and dynamic manufacturing
processes of the future, in order to satisfy end user demands in a
customer-centric way [Wu+13].

One conceptual approach on how to flexibly react to customer Cloud
Manufacturingdemands and to be able to offer production capacities in a rapid

way is to port successful concepts from the field of Everything-as-a-
Service (XaaS) and cloud computing to manufacturing in order to mir-
ror agile collaboration through flexible and scalable manufacturing
processes. This concept is also known as cloud manufacturing [Xu12;
Wu+13] (see Section 1.2.5).

Cloud manufacturing should not be mixed up with the pure ap-
plication of cloud technologies in the manufacturing domain, e.g., by
deploying and using Manufacturing Execution System (MES) or En-
terprise Resource Planning (ERP) software in a Software-as-a-Service
(SaaS) fashion. In brief, cloud manufacturing allows to lease and
release manufacturing assets in an on-demand, utility-like fashion,
enables rapid elasticity of manufacturing processes through scaling
leased assets up and down if necessary, and by pay-per-use of the
leased assets through metered service [Xu12]. Therefore, cloud man-
ufacturing mirrors some essential characteristics of cloud computing
as defined in “The NIST Definition of Cloud Computing” [MG11].

By modeling all process steps and manufacturing assets as cloud
services, it is possible to realize cross-organizational manufacturing
orchestrations and integrate distributed manufacturing resources as
if they were all located on the same shop floor.

While there is a number of conceptual approaches to cloud manu-
facturing, there is a lack of concrete software systems, let alone BPMS,
supporting this manufacturing paradigm in a holistic way [Xu12]. For
this, it is necessary to allow the modeling and integration of arbitrary
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manufacturing assets (e.g., CPPS) into processes, and the subsequent
enactment of these business processes (see RC5). We will discuss our
contributions to the field of cloud manufacturing in Section 3.2.

One particular functionality in order to realize cloud manufactur-IoT Data Processing

ing is the handling of potentially very large amounts of data which
are generated online on the shop floor or as part of the supply chain.
In fact, the handling of data streams in volatile smart systems is not
a singularity in the manufacturing domain, but rather a prerequi-
site in smart systems in general, e.g., smart cities [Kol+14; Pui+16],
smart grids [Sim+11], or smart healthcare [Cor+15], where a very
large number of IoT devices might be deployed to sense and gen-
erate data. With the 50+ billion Internet-connected devices expected
by CISCO [Eva11] and also with the 20.4 billion connected ‘things’
expected by Gartner [Mid+16] in 2020, an extremely large volume of
data will be generated in a distributed fashion in many different ap-
plication areas. Stream processing is one specific kind of distributed
processing, which has been named one of the most common tasks in
the IoT [Per+14b].

Analogous to the usage of principles from the field of elastic com-
puting for the establishment of elastic process landscapes (as pre-
sented in Chapter 2), elastic computing is also a promising approach
to support stream processing topologies (see RC1-4), i.e., choreogra-
phies of stream processing operators [Ged+08]. Our research contri-
butions in the field of IoT data processing will be presented in Sec-
tion 3.3.

3.2 cloud manufacturing

As outlined above, the basic ideas of cloud manufacturing are easy to
understand: Cloud manufacturing ports well-known principles from
the field of cloud computing to the manufacturing domain in order
to offer manufacturing services analogous to how cloud services are
offered on the Internet [Xu12; Wu+13]. In order to realize cloud man-
ufacturing, it is necessary to deliver the means to support elastic pro-
cess landscapes (as discussed in Section 2), provide the means for
data integration (as discussed in Section 3.3), enable virtualization (or
encapsulation) of manufacturing assets into services (out of scope of
the research presented in this thesis), and compose services into pro-
cesses (as discussed in Section 4.3) [Xu12; Wu+13]. Of course, there
are further cross-cutting concerns, e.g., regarding security and pri-
vacy, which are however out of the scope of this thesis.

Current approaches to cloud manufacturing are applying a ratherCREMA:
Cloud-based Rapid

Elastic
MAnufacturing

conceptual approach or only cover some of the topics mentioned
above. Therefore, the EU H2020 Research and Innovation Action (RIA)
Cloud-based Rapid Elastic MAnufacturing (CREMA)1 aims at provid-

1 http://www.crema-project.eu

http://www.crema-project.eu
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ing a holistic solution stack to cloud manufacturing, covering manu-
facturing virtualization and interoperability, a cloud manufacturing
process and optimization framework, and the means for collaboration
and stakeholder interaction. I was the overall proposal coordinator of
CREMA and act as Scientific Leader during its runtime (2015–2017).
The research presented in the following is either a result of CREMA
or its unofficial predecessor ADaptive Virtual ENterprise Manufac-
TURing Environment (ADVENTURE)2, for which I also was the pro-
posal coordinator. For an overview of CREMA, we refer to [Sch+14b;
Sch+16].

Our contributions in the field of cloud manufacturing are as fol-
lows [Sch+12b; Sch+14b]:

• We provide basic considerations for the usage of service-oriented Research
Contributionsconcepts in the manufacturing domain and therefore lay the

foundations for cloud manufacturing.

• We propose a practical cloud manufacturing framework based
on ViePEP.

An early approach to define the basic concepts of cloud manufac- [Sch+12b]:
“Plug-and-Play
Virtual Factories”

turing (however, under the notion of “service-oriented virtual facto-
ries”), is presented in [Sch+12b]. In this invited paper, the concept
of service-based, cross-organizational manufacturing processes is pre-
sented. Similar to cloud manufacturing, these processes have a mod-
ular structure and the single process steps are represented by ser-
vices. Process models might be instantiated in both a semi-automatic
or manual manner, depending on the project model’s description of
functional and non-functional requirements for the single services
and the complete process. Furthermore, single process instances are
part of a potentially extensive process landscape, where different pro-
cess instances need to be executed concurrently.

While former approaches to define virtual factories have focused
on partner-finding and factory-building, the proposed concept cov-
ers the complete process lifecycle. Also, first thoughts to integrate
the means to monitor real-time data into process models is discussed.
Furthermore, the paper defines a number of research challenges, name-
ly semantic description formats for virtual factories, solutions for pro-
cess execution, forecasting, adaptation and simulation, as well as the
integration of process status data from IoT data sources.

While [Sch+12b] discusses service-oriented manufacturing process- [Sch+14b]:
“Towards Process
Support for Cloud
Manufacturing”

es on a rather high level, [Sch+14b] goes one step further by adopting
the notion of cloud manufacturing and showing how cloud manu-
facturing can be integrated into a BPMS. Notably, within this paper,
the aspect of elastic process landscapes is raised, and the usage of
elastic computational resources for the enactment of manufacturing

2 http://www.fp7-adventure.eu

http://www.fp7-adventure.eu
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processes is discussed. In contrast, the work presented in [Sch+12b]
relies on the “classic” approach to service-oriented processes, where
the underlying resources are not taken into account (see Section 4.3).

To realize cloud manufacturing processes, the paper reviews the re-
quirements towards a software framework for cloud manufacturing
and explains how concepts from the field of elastic processes can be
applied for this. In addition, the requirement to manage real-world
manufacturing assets is discussed. Also, open research questions with
regard to process modeling and service descriptions, extended ser-
vice marketplaces, process monitoring, and trust and data security
are elaborated.

While the work presented in this section is based on the usage ofFuture Work

cloud resources, not all potential users are interested in sending data
to the cloud for processing. Also, from the perspective of network
overhead, sending vast amounts of data to the cloud for processing,
then sending results back to the user (which might be located close
to the data sources), is not necessarily the best option. Therefore, as
an alternative approach, the usage of IoT-inherent computational re-
sources at the edge of the network is considered to be a promising
approach [Geo+16], i.e., the application of fog computing principles
as outlined in Section 3.3.2.

3.3 iot data processing

As discussed in Section 3.2, the integration and exploitation of IoT
devices and related technologies is a prerequisite for the realization
of cloud manufacturing and for the Industrial Internet in general.
Such systems are assumed to be ever-changing and volatile, i.e., gen-
erate different amounts of data at different points of time. In addition,
change and volatility are also given with respect to the system bound-
aries and the entities within these system boundaries, i.e., the number
and locations of entities in terms of data sinks and data sources. This
is especially challenging if data needs to be processed in a continuous
manner, since this means that the necessary computational resources
need to be adapted during runtime.

Hence, we propose the adoption of principles from elastic comput-Elastic Stream
Processing ing in order to realize elastic stream processing topologies. The usage of

cloud-based computational resources as presented for elastic process
landscapes in Section 2.3 is again a natural choice for the realization
of elastic stream processing topologies. Our according research con-
tributions are presented in Section 3.3.1.

With the advent of the IoT, private and business spaces become in-
fused with omnipresent Internet-enabled devices, which provide data
about their environments [Gub+13]. These devices do often not only
offer sensing capabilities, but also provide computational, network-
ing, and storage resources [AIM10]. As discussed above, the preva-
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lent vision of how to process this data is to send it to cloud systems
for processing, and then return it to the data sinks, which very often
are located close to the data sources [Bot+16]. Naturally, this leads to
communication overhead and corresponding latencies, since the ar-
chitecture of the cloud with very large, centralize data centers, does
not match the decentralized and distributed nature of the IoT. In ad-
dition, not all users (both private persons and businesses) may feel
comfortable about sending data to a (public) cloud. In application
areas like smart healthcare, such data transfer may even not be per-
mitted by law [Pea13].

Instead of relying on the cloud-based processing of IoT data, the Edge Computing /
Fog Computingcomputing capabilities inherent to many IoT devices could be ex-

ploited as an alternative. As an example, computational and storage
capacities provided by IoT devices in local proximity to one another
can be shared and used synergistically [Das+16]. This approach is
also known as edge computing [Shi+16]. The combination of (possibly
virtualized) IoT services at the edge of the network with cloud-based
data processing has gained much momentum in the research commu-
nity and in industry recently under the term fog computing [Bon+12].
In short, fog computing provides a conceptual approach for virtualiz-
ing and orchestrating computational, networking, and storage capa-
bilities in the IoT and in the cloud. It does so by providing IoT-based
computational resources in a similar vein as physical resources are of-
fered as VMs in the cloud [Das+16]. Fog computing is seen as a basic
building block in future smart systems where data (pre-)processing
or data filtering can be done “on-site”, while big data tasks (or tasks
which are in general too demanding to be executed on IoT devices)
are offloaded to the cloud [Bon+14; SW14].

While the basic conceptual approach of fog computing may appear
intuitive and a number of high-level conceptual approaches to realize
this novel computing paradigm have already been proposed, there is
a lack of research with regard to resource allocation in the fog. Our
according research contributions are presented in Section 3.3.2.

To sum it up, in order to achieve data processing for and in the IoT
as a prerequisite for the Industrial Internet, we provide the following
research contributions:

• We develop a platform to support elastic stream processing in a Research
Contributionsdistributed, scalable manner. In addition, we propose optimiza-

tion models for the deployment of elastic stream operators in
hybrid clouds (see Section 3.3.1).

• We conceptualize a framework for fog computing and imple-
ment optimal and heuristic approaches for resource provision-
ing for IoT services in the fog (see Section 3.3.2).
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3.3.1 Elastic Stream Processing

To cope with the volatility of smart systems and therefore the amount
of streaming data to be processed, it is necessary to achieve scalabil-
ity by distributing stream processing nodes [Che+03]. While solutions
to scalable stream processing focus on the level of computational re-
sources, elastic stream processing systems also need to take into ac-
count the trade-off between the amount of resources and the offered
QoS levels [Hoc+15]. To build concrete solutions for elastic stream
processing, it is first necessary to provide a framework able to orches-
trate a number of self-contained processing nodes. Second, mecha-
nisms for the cost-efficient provisioning of computational resources
under QoS constraints are needed.

While there is related work in the area of elastic stream processing,
there is a lack of holistic solutions taking into account the deployment
of stream processing operators on geographically dispersed computa-
tional resources, necessary reconfigurations at runtime, cost-efficient
resource allocation for stream processing nodes, and the usage of fine-
grained computational resources. Therefore, our contributions in the
field of elastic stream processing are as follows [Hoc+16a; Hoc+17]:

• We implement an elastic stream processing platform namedResearch
Contributions Platform for Elastic Stream Processing (PESP) which allows to

deploy processing nodes in hybrid clouds.

• We introduce an optimization model for cost-efficient real-time
stream processing.

The main contribution in terms of the provided PESP platform is the[Hoc+16a]: “Elastic
Stream Processing
for the Internet of

Things”

possibility to add and remove cloud-based computational resources
during system runtime [Hoc+16a]. This is not supported by state of
the art solutions which rely on fixed amounts of computational re-
sources, e.g., Apache Storm3 or Apache Spark4. To achieve runtime
adaptations, the platform provides the following major functionali-
ties [Hoc+16a]:

• PESP enables the distributed deployment of stream processing
nodes in a hybrid cloud. This reduces transfer times and dis-
tances between data sources and stream processing operators.

• The platform facilitates self-configuration of stream processing
operators during runtime, e.g., in order to react to volatile data
rates or failures in the stream processing topology.

• PESP allows the integration of arbitrary algorithms for the allo-
cation of computational resources.

3 http://storm.apache.org

4 http://spark.apache.org

http://storm.apache.org
http://spark.apache.org
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To achieve this, PESP follows the requirements for real-time stream
processing engines defined by Stonebraker, Çetintemel, and Zdonik
[SÇZ05].

The actual platform is composed of an arbitrary number of Opera-
tor Nodes. Each of these nodes represents one particular stream pro-
cessing operator within a stream processing topology. Each Operator
Node maintains a number of Processing Nodes, which host the actual
stream processing logic. The Operator Nodes buffer incoming data,
thus allowing to cope with changing data rates, and distribute the
load to the adjunct Processing Nodes. A Reasoner is used to optimize
the throughput of data items while controlling the amount of Process-
ing Nodes and therefore the decision if Processing Nodes should be
spawned or deleted. For this, the Reasoner gets information about the
incoming data objects and the system loads of the Processing Nodes.

While arbitrary optimization models could be implemented in the
Reasoner, we introduce one particular optimization model [Hoc+16a].
This optimization model aims at cost-efficient resource allocation for
elastic stream processing based on monitoring information about the
system status and the incoming data volume. The goal is to minimize
cost for VMs while processing data in real-time. For this, an optimiza-
tion problem is defined and an according model is implemented. The
optimization model takes into account BTUs, and allows to deploy
Processing Nodes in hybrid clouds.

The platform and the optimization model are evaluated using an
example scenario from the transportation domain. Hybrid cloud re-
sources are used to enact this scenario, with Operator Nodes and
Processing Nodes being bundled within separate VMs. For privacy
reasons, not all stream processing operators are allowed to run in
the public cloud. As test data set, the T-drive trajectory data sam-
ple [Yua+10] is applied. From this data set, 75 rides are selected.
The performance of the proposed optimization model is compared
against two baselines, which both rely on a fixed amount of compu-
tational resources. One baseline underprovides resources, while the
second baseline overprovides resources. The performance of the dif-
ferent approaches is compared with regard to cost, total makespan,
average duration, and SLA adherence.

Overall, we are able to show that our model, if compared to the
overprovisioning baseline, allows to reduce cost by 18.9% while how-
ever decreasing the SLA adherence by 72% and increasing the average
duration by 120%. Compared to the underprovisioning baseline, the
model allows an improvement of the average duration of 72% and
improves SLA adherence by 28%, while leading to a cost increase
of 16.41%. Importantly, this shows that our model is able to support
the trade-off between cost and QoS, while approaches with fixed re-
sources have to go for one particular goal.
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The results presented in [Hoc+16a] are extended in [Hoc+17] by[Hoc+17]:
“Cost-Efficient

Enactment of Stream
Processing

Topologies”

the means to deploy stream processing operators not only using VMs,
but also utilizing container technologies like Docker. Thus, resources
can be leased and allocated in a more fine-grained manner. In addi-
tion, runtime adaptations can be performed faster, since containers
introduce a smaller startup overhead compared to VMs.

To achieve its goals, [Hoc+17] introduces an additional resource
abstraction layer on top of the VMs. For this, a platform capable to
control containers is implemented, and an optimization problem is
formulated. The goal of the designed optimization problem is cost
efficiency while maximizing resource utilization in the public cloud
and minimizing the number of necessary reconfigurations of the en-
acted stream processing topology. Also, QoS constraints defined in
SLAs are regarded by taking into account the maximum duration for
a particular data processing task. The resulting model takes into ac-
count BTUs and allows penalty cost if SLAs are violated.

The optimization problem is reduced to an unbounded knapsack
problem, which is known to be NP-hard [APR00]. Hence, a heuristic
is developed to find solutions to the optimization problem. The heu-
ristic takes into account historical data about prior deployments of
stream processing operators in order to find a cost-efficient resource
allocation.

For the evaluation, the heuristic is implemented and integrated into
the Vienna Platform for Elastic Stream Processing (VISP) [Hoc+16b],
which is a significant extension of the already discussed PESP. For
the evaluation scenario, three different sensor types (generating dif-
ferent types and amounts of data) and nine different operator types
(each with different resource metrics) are deployed. The heuristic is
evaluated using three different configurations in terms of BTU du-
rations. Four different load scenarios with varying arrival patterns
are applied during the evaluation runs. As evaluation metrics, cost,
three different levels of SLA adherence, the mean time to adapt until
an operator type is back to real-time processing, and the number of
scaling and migration operations are regarded. When assessing the
evaluation results, it should be taken into account that the approach
presented in [Hoc+16a], which is used as a baseline for [Hoc+17],
already leads to excellent results compared to an over- or underpro-
visioning scenario.

The evaluation results show that depending on the arrival pattern
and the configuration, a cost reduction of up to 36% can be achieved,
if compared to the baseline. However, in some cases, the baseline
leads to lower cost. Regarding the SLA adherence, the different con-
figurations of the new approach perform in general better than the
baseline, with an improvement of up to 25%.
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The presented results [Hoc+16a; Hoc+17] relies on cloud-based Future Work

computational resources. Instead, some nodes of the stream process-
ing topology could be hosted on IoT-inherent resources, following
the principles of edge and fog computing. In addition, particular
tasks, e.g., for prefiltering of data before the actual stream process-
ing takes place, could be done at the edge of the network. Also, the
proposed solution could be extended in order to be capable of placing
the stream processing nodes in a hybrid cloud.

3.3.2 Fog Computing
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Figure 5: Fog Computing Framework Overview [Ska+16]

As discussed above, fog computing is a very recent research topic.
Hence, it is not surprising that the number of resource allocation ap-
proaches specially dedicated to fog computing are still quite man-
ageable. Especially, there is a lack of formal models to describe fog
resources and, thereupon, resource allocation solutions able to take
into account a formal system model.

Therefore, our contributions in the field of fog computing are as
follows [Ska+16; Ska+17a; Ska+17b]:

• We conceptualize a framework for resource allocation in the fog, Research
Contributionscovering the levels of IoT devices, computational resources at

the edge of the network, and the cloud.

• We introduce different approaches to the QoS-aware and resource-
efficient usage of fog-based computational resources. Both heu-
ristics and optimal solutions are presented.
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In [Ska+16], we propose a first resource allocation heuristic for fog[Ska+16]: “Resource
Provisioning for IoT
Services in the Fog”

computing, which aims at a high utilization of IoT-inherent compu-
tational resources at the edge of the network. Offloading to the cloud
is only performed if there is a lack of IoT resources. For this, we
first define a conceptual framework to fog computing, which cov-
ers three distinct layers, namely (i) IoT devices which do not offer
computational resources, but, e.g., may act as data sources, (ii) fog
cells, which are virtualized IoT devices capable of hosting arbitrary
software services and of controlling IoT devices, and (iii) the cloud,
which may also be used to run software services if the fog cells do
not provide enough computational resources to deploy all necessary
services. This concept is formally defined as a system model.

As it can be seen in Figure 5, fog cells can be orchestrated into
fog colonies, which are micro data centers made up from an arbitrary
number of fog cells. A cloud-based cloud-fog control middleware is in-
troduced which acts as an intermediary between fog and cloud and
controls the fog cells. If the middleware is not available and for the
control of the fog cells within one fog colony, fog orchestration con-
trol nodes are used. As it can be seen, fog colonies may span the IoT
and the cloud, i.e., might be deployed on edge devices, cloud-based
computational resources, or a mixture thereof. Importantly, both the
cloud-fog control middleware and the fog orchestration control nodes
may issue and enact resource provisioning plans.

The goal of the resource allocation heuristic presented in [Ska+16]
is to distribute services among the different fog cells while utiliz-
ing the cells as much as possible and minimizing the latency caused
by data transfers between the fog cells and the cloud. The heuris-
tic does not foresee regular optimization intervals nor is it applied
because particular events occurred, e.g., a number of additional ser-
vice requests were issued. As a foundation, a first fit approach is
applied [Bre89].

The optimization model is analyzed using the simulation environ-
ment CloudSim [Cal+11], which is extended to handle the proposed
system model. Four standard provisioning policies already provided
by CloudSim are applied as a baseline without the first fit heuristic,
and the results are compared to the application of the standard pro-
visioning policies with the first fit heuristic. These standard provision-
ing policies apply time-sharing and space-sharing for the fog cells
and for service requests, respectively. In addition, the fog-based ap-
proaches are compared to a pure cloud-based approach. The evalua-
tion scenario is made up from a fog colony with 100 fog cells (each
running on a separate IoT device), which have to serve 1,000 service
requests. If the IoT-based computational resources are not sufficient,
cloud resources are used to fulfill the service requests. As evalua-
tion metrics, average round-trip time per service request, total delays
for the execution of all requests, and the makespan are applied. The
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cloud-based approach is also analyzed with regard to cost, while for
the fog-based scenarios, no cost occur, since we assume ownership of
the according IoT devices.

If comparing the baseline against the first fit heuristic, the average
round-trip times stay the same for all four provisioning approaches,
while the total delays can be decreased by ~39% for the time-sharing
of fog cells, while for space-sharing, there are no significant differ-
ences between baseline and heuristic. If compared to the cloud-based
approach, the total delays can be reduced by 92.39% to 94.99%. Re-
garding the total makespan, the baseline provisioning approaches
and the heuristic do not show any significant differences, while the
cloud-based approach performs ~39% faster, due to the more power-
ful resources available. However, this also leads to cost for the leasing
of cloud-based computational resources.

The work presented in [Ska+16] provides a first system model and [Ska+17b]:
“Towards QoS-aware
Fog Service
Placement”

a rather simple heuristic for resource allocation, which does not ex-
plicitly take into account QoS concerns. Therefore, we extend this
work in [Ska+17b] by augmenting the optimization model to take
into account dedicated QoS constraints in terms of deadlines for the
fulfillment of single service requests. For this, the Fog Service Place-
ment Problem (FSPP) optimization model is formulated, which is im-
plemented as an ILP problem. Like the first fit heuristic presented
in [Ska+16], the FSPP again aims at maximizing the utilization of
IoT-based computational resources. Optimizations are done at peri-
odic intervals. The FSPP is a decentralized optimization problem, i.e.,
optimization is done for single fog colonies. Requests may be for-
warded to other fog colonies or the cloud if additional computational
resources are needed.

As a prerequisite for the FSPP, a dedicated application model is
formulated, which includes a particular, user-defined deadline until
when the application’s services need to be finished. The response time
of an application takes into account deployment times, communica-
tion delays in the fog, and actual runtimes of the underlying services.
By taking into account the estimated response times for application
requests, it is possible to prioritize requests with a closer deadline.
The according numbers have to be derived from historical data. In
the FSPP, a worst-case estimation of response times is performed.

The FSPP is evaluated using the iFogSim simulator [Gup+17], which
is an extension of CloudSim used in [Ska+16]. As a baseline, the
first fit heuristic presented in [Ska+16] is applied. In addition, a pure
cloud-based approach is also used for comparisons. Four different
sense-process-actuate application requests are regarded within the
evaluation. Not all services are allowed to run on all available fog
resources. As metrics, the response time and the cost are regarded.

If compared to the baseline, the FSPP leads to a reduction in re-
sponse times of 0% to 51.98%, depending on the analyzed applica-
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tion. If compared to the cloud-based approach, there is an increase of
response times between 3.06% and 118.32%. Since we assume owner-
ship of fog resources, no cost accrue for the baseline. If comparing the
FSPP with the cloud-based approach, the cost for computational re-
source are decreased by 35.51%. Last but not least, the baseline leads
to deadline violations in two out of four cases, while both the FSPP
and the cloud approach do not lead to any deadline violations.

While the exact solution provided by the FSPP leads to optimal[Ska+17a]:
“Optimized IoT

Service Placement in
the Fog”

results, the underlying decision problem is NP-complete. Hence, we
present a heuristic to solve the FSPP in [Ska+17a], which is an in-
vited, peer-reviewed extension of [Ska+16]. The main contribution of
this paper is a genetic algorithm used as heuristic approach to allo-
cate resources for the deployment of services and to schedule service
requests in the fog. In general, the genetic algorithm is designed anal-
ogous to the FSPP regarding its optimization goal. The work follows
the application model presented in [Ska+17b].

The evaluation is done analogous to the one presented in [Ska+17b].
The first fit heuristic, the FSPP, and the genetic algorithm are com-
pared with regard to response times (and deadline violations, respec-
tively) and cost. Again, a pure cloud-based approach is also imple-
mented for comparison reasons. In total, five applications are used in
the experimental setup.

It can be shown that the genetic algorithm leads on average to
slightly higher response times than the optimization approach. How-
ever, if taking into account the standard deviation, there is no signifi-
cant difference between the FSPP and the genetic algorithm. However,
with regard to cost, the FSPP leads to 59.09% less cost compared to
the genetic algorithm. It should be noted that the cost accruing for
the cloud-based approach are >20 times higher than for the genetic
algorithm.

All approaches discussed so far [Ska+16; Ska+17a; Ska+17b] areFuture Work

based on a rather centralized fog system model, since the control
functionalities are implemented in dedicated fog cells, which could
become bottlenecks. Instead, it is also possible to apply a distributed,
Peer-to-Peer (P2P)-based approach to implement the fog orchestra-
tion functionalities. This would lead to higher fault tolerance, but also
involves higher coordination efforts between the involved fog cells.

Fog computing and IoT-based computational resources could also
be used in order to enact (complex) service compositions, e.g., Sci-
entific Workflows (SWFs) or elastic processes as discussed in Sec-
tion 2.3 [Nar+17]. The decomposition of applications to run them at
the edge of the network and in the cloud is also known as osmotic
computing [Vil+16], and offers a number of interesting research ques-
tions regarding resource allocation and task scheduling, service con-
figuration, or service orchestrations.
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Last but not least, one interesting research direction could be the
development of fog-native applications, i.e., applications which are
build from services which may roam different types of computational
resources in the fog.

Table 3: Contributions of Publications to Research Challenges in the Indus-
trial Internet (2�: Primary Concern, 4: Secondary Concern, 2: No
Concern)

RC1 RC2 RC3 RC4 RC5 RC6

Constituent Publications

[Sch+14b] 4 4 2 4 2� 2

[Hoc+16a] 2� 2 2� 2� 4 2

Further Publications

[Sch+12b] 2 2 2 2 2� 2

[Ska+16] 2� 2 4 2� 4 4

[Ska+17a] 2� 2� 2� 2� 4 4

[Ska+17b] 2� 2� 2� 2� 4 4

[Hoc+17] 2� 4 2� 2� 4 2

Table 3 shows how the single publications contribute to the re- Research Challenges

search challenges discussed in Section 1.2. As it can be seen, the fo-
cus of the papers related to IoT data processing (as presented in Sec-
tion 3.3) is on RC1, and partially on RC2-RC3, while the focus of the
papers related to cloud manufacturing (as presented in Section 3.2) is
primarily on RC5.
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I wrote all sections of the paper completely by myself, apart from the
section on related work and on ViePEP, where some further input has
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a need for resource allocation in the fog in order to enact services in
the Industrial Internet “on-site” instead of the cloud. I supervised the
implementation work presented in this paper and revised the paper,
which was mostly written by my PhD student Olena Skarlat. Paper [6]
is an invited, peer-reviewed extension of [4], where I again supervised
the implementation and revised the paper.

Paper [5] provides a solution to cost-efficient enactment of stream
processing topologies in the cloud. As outlined above, the basic idea
of elastic stream processing has been conceptualized by me. I revised
this paper, which was mostly written by Christoph Hochreiner.

Paper [7] is a follow up to [4]. Again, the basic research idea of re-
source optimization has been defined by me, but the concrete imple-
mentation work and writing for this paper have been done by Olena
Skarlat. I supervised the implementation work and revised the paper.





4
Q O S - AWA R E A D A P TAT I O N A N D O P T I M I Z AT I O N
I N S E RV I C E - O R I E N T E D C O M P U T I N G

4.1 overview

SOC serves as the conceptual and technical foundation for cloud
computing [DWC10], with especially the SaaS service model being
a technology-agnostic variant of the original vision of Web service-
based computing [LZV08]. This original vision is based on a well-
defined stack of protocols and standards, which is known as the
WS-* stack [Wee+05]. The goal of this rich set of standards is to sup-
port interoperability and platform-independence through self-descrip-
tion. In contrast, cloud service models as well as today’s RESTful ap-
proach to Web service delivery are not based on particular protocols
and standards, but make use of basic Representational State Trans-
fer (REST) principles [PZL08; zNS05].

The communication overhead caused by the application of Web Mobile Services

service standards like SOAP or the Web Service Description Lan-
guage (WSDL) is especially an issue in mobile scenarios, e.g., if Web
services are invoked from a mobile device like a smartphone. While
mobile devices become more and more powerful in terms of the data
volume that can be processed, the mobile bandwidth is growing to
the same degree [CCL09]. Furthermore, in the IoT, devices which
are not as powerful as a modern smartphone might invoke services.
These devices possess only limited bandwidth, CPU power, memory,
or energy resources [Per+14a]. Because of the resulting gap between
the computational power of mobile devices and the data to be pro-
cessed, it is reasonable to decrease the communication overhead and
to identify ways to reduce the computational efforts of the mobile
device. In the case of the WS-* stack, this means that approaches to
adapt the used communication protocols and description standards
need to be found. Our according contributions will be presented in
Section 4.2.1.

In addition, e.g., in manufacturing scenarios, where harsh environ-
ments persist [GH09; GLH10], but also in in-vehicle scenarios [SK13],
wireless network connections might not be stable. Therefore, the re-
duction of transferred data as well as the prefetching of data while
the network quality is high are promising approaches. Our according
contributions to data caching and data prefetching for Web and cloud
services will be discussed in Section 4.2.2.
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One particular research topic in QoS-aware SOC is the composi-Service Composition

tion of services in order to execute business processes under QoS
constraints (usually defined in an SLA) and in a cost-efficient way.
This can be seen as a predecessor to the elastic processes presented
in Section 2, however with the difference that methods and solutions
for elastic processes manage the actual resource allocation and task
scheduling on cloud-based computational resources, while service
composition is based on the assumption that arbitrary software ser-
vices are available on the Web and can be invoked with given QoS
guarantees [DS05; Str10]. While a large number of papers on ser-
vice composition has been published before, e.g., [LHD13; TKM04],
important aspects like complex process patterns, probabilistic QoS
values, or probabilistic process execution paths have not been cov-
ered yet. Therefore, we propose novel optimization algorithms for the
QoS-aware cost optimization of service compositions. Our according
contributions will be discussed in Section 4.3.

Regarding the research challenges discussed in Section 1.2, the re-
search presented in the field of mobile services primarily aims at RC6,
while the work in the field of service composition aims at resource al-
location (in terms of services), i.e., RC1, and QoS-awareness, i.e., RC3.

4.2 mobile services

As outlined above, service invocations in mobile settings may be sub-
ject to issues arising from harsh environments and unstable network
conditions. Therefore, solutions are needed which take into account
the particularities of mobile service invocations and act as intermedi-
aries between the actual services and the mobile environment [AB06].
These intermediaries may offer different functionalities in order to,
e.g., decrease the communication overhead [Pap+10], lessen the com-
putational efforts needed at the mobile client by offloading partic-
ular tasks to the cloud [FLR13], prefetch data before it is actually
needed [Hig+12], or offer other functionalities to make service invo-
cations reliable in mobile settings. Within this section, two approaches
are presented to improve the user experience during mobile service
invocation, namely Web service adaptation (in terms of the used com-
munication protocols), and data caching and prefetching.

First, adaptation mechanisms for Web service invocation will beWeb Service
Adaptation discussed: A number of different adaptation mechanisms have been

proposed for mobile service invocation, aiming at selecting the best
connection in every situation [GJ03; KKP08], at adapting the actual
content to be transferred [LL02; Zha07], or at choosing a particular
communication protocol [Pap+10]. For the latter, a number of solu-
tions have been proposed for the mobile invocation of (Web) ser-
vices on mobile devices, e.g., Wireless SOAP [ADJ05], SOAP-over-
UDP [LPT05], or proprietary solutions [AKM07].
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Still, the question remains which adaptation mechanism is the best
choice in a particular context. Different factors play a role here, in-
cluding, but not limited to the capabilities of the mobile device, the
used standards and protocols, and the type and quality of the net-
work. Hence, no single adaptation mechanism is the best-performing
in all possible system contexts [Pap+10]. Since the number of poten-
tial service users are huge, the number of possible invocation settings
are also very large, which further complicates the selection of a well-
fitting adaptation mechanism.

Second, caching mechanisms might be helpful to decrease the amount Caching

of transmitted data in mobile service invocations. Client-side caching
prevents the repeated transfer of data, especially if there has been
no change in the data. One aspect to be taken into account during
caching is data freshness, i.e., if data is still up-to-date when it is actu-
ally consumed. While 100% freshness can be achieved if the Web ser-
vice provider supports client-side caching, e.g., [Li+08], this does not
enable caching for arbitrary services. For this, the usage of a proxy-
based approach is promising and will be further observed.

While caching aims at the avoidance of unnecessary data transfer, Prefetching

prefetching mechanisms aim at making sure that data is available at
all even if the network quality is weak or if there is no network connec-
tion. For this, different aspects like the type of mobile application, the
user context (especially the current and future location of the user),
and the current and future network quality need to be taken into
account. While existing approaches to data prefetching provide solu-
tions for ad hoc data prefetching, there is a lack of solutions which
schedule data prefetching based on the context.

To sum it up, we provide the following research contributions aim-
ing at the reliable usage of Web service technologies in mobile set-
tings [Pap+11a; Pap+11b; Pap+12; Hum+14; Pap+14; BSH16]:

• We conceptualize and implement a middleware for mobile ser- Research
Contributionsvice invocations (see Section 4.2.1).

• We use the middleware in order to apply our developed mech-
anisms for Web service adaptation in mobile settings. These
mechanisms provide decision support with regard to selectable
adaptation mechanisms aiming at minimization of communica-
tion overhead (see Section 4.2.1).

• In addition, we provide the means to decrease wireless commu-
nication overhead by providing proxy-based, client-side caching
for service requests, while guaranteeing 100% freshness of the
service responses (see Section 4.2.2).

• We provide solutions for data prefetching in mobility settings.
These solutions are able to compute which data are needed at a
particular point in time, based on the user context. Hence, data
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can be requested before it is actually needed, e.g., if the network
connection is unstable (see Section 4.2.2).

4.2.1 Web Service Adaptation

In order to determine which Web service adaptation mechanism is
preferable in a particular mobile context, we have come up with an
according decision support solution, i.e., a toolset helping users like
operators or developers to (semi-)automatically select the best adap-
tation mechanism in a particular situation.

In [Pap+11a], we present the Mobility Mediation Layer (MML),[Pap+11a]: “Always
Best Served: On the

Behaviour of QoS-
and QoE-based

Algorithms for Web
Service Adaptation”

which is a middleware acting as intermediary in settings with mobile
service invocations. For this, the MML offers an interface for mobile
devices, a connection to externally hosted services, a context adapter
which helps to collect context data for single service invocations, and
several further components. While the MML can support arbitrary
adaptation mechanisms, we focus on adaptations in terms of reduc-
tion of communication overheads.

These arbitrary adaptation mechanisms can be deployed as prox-
ies within the MML. Proxies have been selected as technology for
adaptation mechanisms, since they allow to intercept a service in-
vocation request without modifications of the actual service code or
service interface [AB06]. In brief, the proxies are used in order to re-
place heavyweight service calls from a mobile device to a Web service
with proxied service calls implementing a particular service adapta-
tion mechanism. Multiple proxies, i.e., adaptation mechanisms, may
exist for the same service.

The MML allows to propose the best alternative on how to invoke
a service in terms of which proxy to generate for a particular ser-
vice request. This proposal can be accepted or rejected by the user or
could also be used to automatically generate a new proxy or select an
existing one. To compute scorings for the different possible service
adaptations, the system context is taken into account. The context is
composed from connection (bandwidth, latency, packet loss, stabil-
ity), device (CPU power), application (service call frequency, service
call dependence), and service (message size, overhead ratio, process-
ing time) attributes. For each service call, all attributes are stored in a
database of historical service requests.

This knowledge base can then be used by QoS-based and QoE-
based scoring algorithms to propose the best proxy for an incom-
ing service request. For this, the QoS-based approach provides a util-
ity function that determines the vector distance between the “ideal”
setting for the selection of a particular proxy, and the actual setting
within a particular service request. The QoE-based approach is based
on implicit user feedback, which is given by actual proxy selections
from the past. A Bayesian network is used to learn the best proxy
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from the past user behavior, i.e., to identify scores for the different
possible proxies.

Both approaches are evaluated with regard to their reliance on com-
plete information. For this, four different adaptation mechanisms and
12 services with different attributes have been chosen. Two scenarios
with historical data about 1,000 and 5,000 service requests were evalu-
ated, respectively. To show how the approaches perform given incom-
plete data, 25% of the connection-related attributes, 25% of the device-
and application-related attributes, and 25% of the user feedback were
set to be “unknown” in separate evaluation runs. As baseline, a sce-
nario with complete information is used.

Overall, scoring outputs (if compared to the baseline) may deviate
to about one third because of the missing information. Within the
evaluation, we show that for the QoS-based scoring algorithm, the
connection-related attributes are of primary interest, i.e., if part of
this information is missing, the scoring performs worse. For the QoE-
based scoring algorithm, the missing device- and application-related
attributes are leading to higher deviations than the communication-
related attributes. However, naturally, the QoE-based approach is most
affected if information about the user feedback is missing. We also
show that the QoE-based scoring algorithm depends to quite some
degree on the size of the historical data set, while the QoS-related
approach is less affected by this.

While the work presented in [Pap+11a] gives a first overview of the
QoS- and QoE-based scoring algorithms, it only provides a short de-
scription of the approaches. Also, while the behavior with regard to
incomplete data has been evaluated, no mechanism to handle missing
data has been proposed. As a result, it is necessary to provide com-
plete service request logs to achieve good scoring results. However,
due to transmission errors, reluctance, or unavailability of particular
context data sources, this information might not be available.

Therefore, within [Pap+14], which is an invited, peer-reviewed ex- [Pap+14]: “Decision
Support for Web
Service Adaptation”

tension of [Pap+11a], we present full information (including the com-
plete mathematical models) about the scoring algorithms. In addition,
we add different imputation algorithms for the handling of incom-
plete data, namely case deletion, modus/mean imputation, random
hot deck, distance function matching, and combinations thereof.

Within the evaluation, we show how the integrated imputation
mechanisms significantly decrease the error imposed by the missing
data. For this, imputation is applied during executions of the QoS-
based scoring algorithm. Different test scenarios are applied, which
are based on varying methods to generate incomplete data: This can
be done either randomly or following the patterns of unreliable data
sources or unreliable data collection. For all scenarios, the resulting
missingness is ~25%. As performance metric, we apply the normal-
ized error imposed by the missing values on the result of the QoS-
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based scoring algorithm. As historical knowledge base, 10,000 service
requests are taken into account. Like in [Pap+11a], we apply six dif-
ferent services with different capabilities during the evaluation.

We show that the normalized error if no imputation is used is be-
tween ~9.5% and ~15%, depending on the particular error. This error
can be decreased to less than 1% if multiple imputation is applied,
however at the cost of a rather high runtime of the imputation algo-
rithm. Both case deletion and random hot deck lead to mean normal-
ized errors of less than 2% and at the same time offer less runtime
overhead.

The solutions presented in [Pap+11a; Pap+14] are mainly aiming atFuture Work

mobile devices like smartphones. However, they could be applied for
arbitrary resource-limited wireless devices like sensor nodes in the
IoT. Therefore, it is worth investigating how the presented adapta-
tion mechanisms (respectively the decision support for selecting the
best-fitting mechanism) could help to solve problems in IoT scenar-
ios where devices may be limited by similar constraints but possess
even smaller computational power. This could also be an interesting
research question for mobile (or wireless) fog devices with little com-
putational power.

4.2.2 Caching and Prefetching

While the solutions presented in Section 4.2.1 can be applied in orderCaching

to decrease the data transferred for particular service invocations, the
actual data transmissions take place in any case. Another approach
to decrease the amount of data to be transferred is to actually omit
particular data transmissions by identifying if the transmission has
to take place again if there has already been the same service request
in the past. When interacting with static Web content like Websites,
client-side caching is used to achieve this [PB03; Wan99]. While client-
side caching could be used with standard Web service technologies
like SOAP and WSDL, there is a risk of receiving data which is not
fresh any longer, since Web services make use of complex message
patterns [TR03]. In fact, with standard Web service technologies from
the WS-* stack, it is necessary to send a new service request in or-
der to make sure that the service response provides up-to-date data.
While it is not possible to circumvent this new service request, it is
possible to decrease the additional data transfer between the mobile
client and the server-based service by quite some extent.

In [Pap+11b], we present a novel approach which verifies the fresh-[Pap+11b]:
“Enhancing the
Caching of Web

Service Responses
on Wireless Clients”

ness of a caching result during runtime, i.e., directly before the cached
data is intended to be processed by a mobile client. For this, the
MML presented in Section 4.2.1 is applied in order to enable prox-
ied mobile service invocations. However, instead of enriching service
invocations with decision support for adaptations (as presented in
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[Pap+11a; Pap+14]), the proxies are used to verify the freshness of
cached service responses. The usage of proxies allows to apply the
caching mechanism for arbitrary services without modifications of
the server-based Web services themselves. Therefore, the proposed
client-side caching can also be applied for externally hosted services.

In the approach presented, it is the goal to decrease wireless data
transfers by conducting these additional service requests only be-
tween a server-based proxy (located in the MML) and the service
provider. This means that a service consumer (here: a mobile device)
sends a service request not to the Web service, but to the proxy. The
proxy forwards the request to the actual service and analyzes if the
content of the response is identical to an already cached response.
Only if a change has happened, the full service response is forwarded
to the mobile device which originally issued the service request. Else,
a status code is provided to the client, which decreases the amount of
data to be transferred by some degree, since data from earlier service
invocations is cached at the client and can be reused.

During the proxy generation, SOAP request and response wrap-
pers are generated, which are enriched with information about ser-
vice modifications, a status code, and an identification tag. This in-
formation serves as foundation to achieve cacheability for arbitrary
services. Together, these modifications allow to automatically check
the freshness during service invocations. If a cached service response
is not fresh any longer, the service response is forwarded by the proxy
to the mobile device.

In order to evaluate this approach, the solution is compared to
two scenarios with direct service requests and no caching and with
caching, respectively. As evaluation metrics, the saved bandwidth
and the user-perceived latency are compared for all three approaches.
During the evaluation runs, different types of network connections,
i.e., General Packet Radio Service (GPRS), Universal Mobile Telecom-
munications System (UMTS), Long Term Evolution (LTE), Web ser-
vices (in terms of response sizes), and workloads (in terms of number
of requests) are tested. As evaluation parameters, the cache hit ra-
tio and the response sizes are used. The goal of the evaluation is to
demonstrate how the saved bandwidth changes with different cache
hit ratios and response sizes.

The evaluation shows that 25% of the bandwidth can be saved even
with small cache hit ratios and response sizes. With regard to the
user-perceived latency, it is demonstrated that the reduction primar-
ily depends on the applied types of network connections. Significant
latency reductions can be achieved despite the usage of a proxy and
the fact that two service request/response interactions take place for
each original interaction – one from the mobile device to the proxy
and another one from the proxy to the server-based Web service.
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[Pap+12] is an invited extension of [Pap+11b], which primarily pro-[Pap+12]:
“Lightweight
Wireless Web

Service
Communication

Through Enhanced
Caching

Mechanisms”

vides an enhanced evaluation of the proposed caching solution. In
addition, the description of the automatic proxy generation is signifi-
cantly augmented by additional information. However, the basic con-
tribution in terms of the client-side caching solution stays the same.
While [Pap+11b] focuses on selected interactions with two real-world
Web services, the extended evaluation presented in [Pap+12] makes
use of artificial yet realistic Web service call traces, which provide dif-
ferent levels of dynamicity and response size. The outcomes confirm
the evaluation results presented in [Pap+11b].

The work discussed so far in this section has focused on the de-Prefetching

crease of data transmission sizes, which might become handy, e.g.,
in order to save computational resources (for parsing excessive re-
sponses) at low-powered IoT devices, and to decrease the general
data transfer, which is especially helpful in scenarios with a lot of
mobile devices. In scenarios where network connections are not re-
liable, it might however be a better idea to provoke additional data
transfers while the connection is still reliable. This is also known as
data prefetching. In brief, data prefetching describes the querying
and gathering of data before it is actually needed. For this, it is nec-
essary to predict which data will be requested by applications in the
future [Hig+12]. In the case of mobile devices, data prefetching is not
only done to decrease user-perceived latency [Sch+11a], but also to
make applications work even if the network connection is weak or
fails.

To achieve an appropriate level of QoE in mobility scenarios, we[Hum+14]:
“Context-Aware

Data Prefetching in
Mobile Service

Environments”

present an approach to context-aware data prefetching in mobile ser-
vice environments [Hum+14]. This work is a result of the EU FP7

project SIMPLI-CITY and focuses on in-vehicle usage of mobile de-
vices and the prefetching of data from cloud services for a moving
user.

We assume that the route of the mobile device is known, e.g., from
a GPS navigation device. By combining future locations of the user
and knowledge about network quality at different locations, it is pos-
sible to derive which data should be prefetched. The prefetching
is application-aware, i.e., takes into account typical access patterns
of mobile applications. For this, different categories of applications
are identified. These categories feature different levels of importance,
time criticality, and access patterns. Based on this information and
the user context data, a particular (pre-)fetching strategy is automati-
cally selected. For this, a formal model for the prefetching strategy is
developed.

For the evaluation, real-world vehicle traces and network coverage
maps are used. The evaluation is conducted taking into account six
services which represent different categories of mobile applications.
In the evaluation, we show how often prefetching is utilized in order
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to increase the user experience, and how often the presented solution
does not prefetch data even though this would have been necessary.
Also, the data freshness is analyzed.

The approach presented in [Hum+14] performs prefetching in an [Bor+16]:
“Prediction-Based
Prefetch Scheduling
in Mobile Service
Applications”

ad hoc manner, i.e., there is no scheduling of prefetching for differ-
ent applications running on a mobile device. Therefore, in [Bor+16],
a second approach to data prefetching in mobility scenarios is pre-
sented, which uses calculus to schedule prefetching. The goal of the
scheduling approach is to make sure that data is prefetched not too
late, but as late as possible (to maximize the data freshness), and to
avoid unnecessary data transfers caused by prefetching data contin-
uously. The approach is again based on knowledge about mobility
patterns of the mobile device, the resulting expected network quality,
and assumptions on how often particular applications request data
from an online service.

The evaluation is conducted with regard to user-perceived response
times. In the according simulation, real-world vehicle traces and mea-
surements of network quality are applied. During the simulation, one
particular service is used, while service request intervals are varied.
As a baseline, an approach to data buffering which does not take into
account the perceived location of the user is applied. We are able to
show how the prefetching solution leads to avoidance of buffer under-
runs, while the baseline cannot prevent such underruns, i.e., results in
lack of data at particular points of time. Second, it is analyzed how in-
accurate network quality predictions influence the prefetching results.
We show for different scenarios how the response times and data
freshness are influenced by too pessimistic and too optimistic pre-
dictions. If comparing our location-based prefetching approach with
two baselines which apply no prefetching and location-independent
prefetching, respectively, we can show that for many scenarios, our
approach leads to better response times and data freshness even if
there are some prediction inaccuracies.

As has already been discussed in Section 4.2.1, the solutions pre- Future Work

sented in this section primarily aim at caching and data prefetch-
ing at powerful mobile devices like smartphones. However, in the
IoT, devices with less resources become ubiquitous. Therefore, it is
worth to investigate if the mechanisms presented here for caching
and prefetching might also be applied for IoT devices in general or in
the fog in order to decrease the amount and size of data transmissions
in the IoT.

While energy efficiency has not been regarded explicitly in the
work presented in this section, it should be taken into account with
regard to fog and IoT devices with limited energy storages, since the
reduction of used bandwidth is not necessarily the most important
factor regarding resource consumption [BBV09]. In addition, the ap-
proaches to caching and prefetching could also be combined in order
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to ensure an even better user experience. At the moment, the pre-
sented approaches are decoupled. In the future, a smart mechanism
could actually decide if in a particular context it is a better idea to
cache or prefetch data.

4.3 qos-aware service composition

(QoS-aware) service composition has been one of the major research
fields in SOC for years and has been widely recognized in the litera-
ture [DS05; Gar+16; LDB16; She+14; Str10]. The basic idea of service
composition is that in an upcoming Internet of Services (IoS), several
(Web) services offer the same functionality, however, with different
non-functional capabilities (e.g., throughput, response time, availabil-
ity) and cost. Hence, the goal of QoS-aware service composition is to
find an optimal set of services to be composed under user-defined
QoS constraints and (in most cases) at minimal cost. This optimal set
of services can then be used to execute a business process which is
modeled as a service composition.

Apart from conceptual groundwork, especially optimization ap-
proaches have been in the focus of the research on service compo-
sition. Both optimal and heuristic approaches have been proposed
[Str10], and different variants of QoS parameters to be taken into ac-
count, process patterns, and optimization approaches have been in-
vestigated. A particular focus was also on the area of semantic Web
service composition, where semantic information from the service
descriptions were exploited to compose the services, e.g., [CKK15;
ELM16].

Despite this, a number of open research questions remain. First,
while a number of approaches support complex, structured process
patterns (e.g., XOR-blocks, AND-blocks, and repeat loops), there is
a lack of solutions for OR-blocks and unstructured process patterns
like Directed Acyclic Graphs (DAGs) and Single-Entry-Multiple-Exit
(SEME) patterns. Second, probabilities for different paths in a service
composition have received little attention. Also, most approaches as-
sume deterministic QoS behavior during service composition, despite
the fact that real-world services do often show a stochastic QoS behav-
ior [Ros+09].

In brief, we provide the following research contributions in the field
of QoS-aware service composition:

• We propose optimization approaches which take into accountResearch
Contributions OR-blocks and unstructured process patterns in service compo-

sitions.

• We allow the consideration of process path probabilities, thus
avoiding that a worst-case analysis needs to be performed dur-
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ing optimization. Instead, we provide the possibility to perform
an average-case analysis.

• We define a solution to take into account probabilistic QoS val-
ues during service composition.

• We present both (ILP- and MILP-based) optimal and heuristic
solutions to the service composition problem.

In [Sch+11b], we introduce an optimization approach for complex [Sch+11b]:
“Optimization of
Complex QoS-aware
Service
Compositions”

QoS-aware service compositions which explicitly takes into account
OR-blocks and unstructured process patterns in terms of DAGs. There-
fore, the presented optimization approach extends the related work,
which is limited to structured business processes made up from XOR-
blocks, AND-blocks, and repeat loops. In contrast to other approaches,
which perform a worst-case analysis during service composition, we
allow for path probabilities, i.e., the likelihood that a particular path
through a process model is chosen during process execution. While
other optimal solutions compute every possible execution path, this
is not necessary with the approach at hand. Thus, the optimization
problem is reduced without losing the capability to identify the opti-
mal service composition under the given QoS constraints.

To achieve this, process models are formally defined and rules for
well-formed models are set up. To be able to handle unstructured
components during composition, process models are parsed into a
hierarchy of process patterns, which have a unique entry node and a
unique exit node. For this, the refined process structure tree method
is applied [VVK09]. Based on the process models, a system model
which provides the foundation for optimization is compiled. As QoS
parameters and constraints, the system model considers service exe-
cution time, reliability, and throughput of services. In addition, cost
are regarded. This makes it necessary to define QoS aggregation func-
tions for summation, multiplication, and min/max operators. For OR-
and XOR-blocks, an average-case analysis is performed based on the
path probabilities. The possible runs of a DAG are rewritten into an
XOR-block, thus allowing to apply the corresponding aggregation
functions. If the process steps within a split and join are not arranged
sequentially, a recursive pattern interlacing technique is applied to
resolve this.

Like in the optimization models presented for elastic processes (see
Section 2.3), the goal of the objective function is cost efficiency. The
basic non-linear optimization problem is linearized by replacing non-
linear aggregations. Thus, the optimization problem can be solved
by using ILP, leading to an optimal service execution plan. To in-
crease the scalability of the proposed optimization model, we also
apply MILP, which may however lead to invalid solutions. Therefore,
a heuristic selection strategy is also applied, which identifies only
valid solutions based on the MILP approach.
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In the evaluation, the ILP, MILP, and heuristic approach are com-
pared with regard to computation time and solution quality (in terms
of cost) for one particular process model. As a baseline, a brute-force
algorithm is applied, which finds the optimal solution. To show the
performance with regard to scalability, the number of candidate ser-
vices per task as well as the number of tasks are varied during the
evaluation. We show that the runtime performance of the ILP ap-
proach increases with the number of tasks and candidate services,
while the increases for the MILP and heuristic approaches are sig-
nificantly smaller. Overall, our three approaches lead to better com-
putation times than the brute-force approach. With regard to cost,
the ILP and brute-force approaches lead to the best solution quality,
which is not surprising, since both approaches provide an optimal so-
lution. The heuristic solution leads to significantly higher cost, while
the MILP-based approach does not always lead to a valid solution
and therefore cannot be compared to the other approaches.

While [Sch+11b] integrates probabilities with regard to the paths
a particular process instance could follow, probabilistic QoS values
are not regarded. Instead, the hard, deterministic QoS bounds de-
fined by service providers are the foundation for the optimization.
However, in reality, hard bounds do not realistically mirror the non-
functional behavior of Web services [Mie+10; Ros+09] and distributed
computational resources in general [Oli+05]. Hence, an optimal ser-
vice composition execution plan, which has been computed based on
deterministic QoS values, may need to be replanned. This may result
in significant computational overhead during process runtime.

Therefore, in [Sch+12a], we extend our former work presented in[Sch+12a]:
“Cost-driven

Optimization of
Complex

Service-based
Workflows for

Stochastic QoS
Parameters”

[Sch+11b] by integrating the means to take into account probabilistic
QoS values during optimization. Also, penalty cost are regarded, i.e.,
a service provider or service broker has to pay a fee, if the constraints
agreed upon in an SLA are not met. We apply the position of a service
broker within this paper. The service broker receives service requests
from consumers and selects based on the user-defined constraints
which services to invoke from different service providers. The goal of
the service broker is to meet the constraints of all service consumers
at minimal cost or to pay a penalty in order to maximize profits.

To take into account probabilistic QoS values, our former approach,
i.e., the optimization step as presented in [Sch+11b], is extended by
a simulation step and an adaptation step. For the QoS aggregation,
a worst-case analysis is performed. It should be noted that the work
presented in [Sch+12a] does not take into account OR-blocks, repeat
loops, and DAGs, but is limited to sequences, XOR-, and AND-blocks.
The resulting objective function is again linearized and can therefore
be solved by the application of ILP techniques.

During the simulation step, the calculated ‘optimal’ (under the as-
sumption of deterministic QoS values) execution plan is used to com-
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pute the expected runtime behavior of the service composition. To
simulate this, the simulation relies on the availability of probabilistic
QoS specifications for the offered services. The simulation step is car-
ried out a predefined number of times, thus allowing to draw specific
values for all QoS parameters from the probability distribution. Also,
the followed paths within a process model (in case of XOR-blocks)
are drawn based on their path probabilities.

In the adaptation step, a greedy heuristic is applied in order to
mitigate the risk of potentially occurring constraint violations. The
goal of the heuristic is to reduce the weighted empirical standard
deviation of a QoS value in order to minimize uncertainty and risk
during service invocations. For this, the results from the simulation
are taken into account. The goal of the heuristic is to exclude these
services from the execution path which could lead to high penalty
cost due to unexpected runtime behavior. For the accruing penalty
cost, we assume linear penalty fees. After the possible adaptation has
been computed, a comparison with the original execution plan is per-
formed and the simulation and adaptation steps might be repeated.

In the evaluation, we assess the effect of different parameterizations
of the adaptation step in order to show how this influences the overall
cost for the service broker. For this, one process model is applied. The
different parameter settings lead to a cost reduction of 6%-8.5%. How-
ever, the application of the simulation and adaptation steps also leads
to additional computation time (up to 10 times higher, depending on
the settings).

[Sch+13a] is an invited extension of [Sch+12a]. Several enhance- [Sch+13a]:
“Optimizing
Complex
Service-based
Workflows for
Stochastic QoS
Parameters”

ments have been made. Most notably, additional complex process
patterns are regarded, i.e., OR-blocks and repeat loops. Also, we in-
troduce SEME loops [Dum+10] as a novel, unstructured pattern not
regarded within the related work before. In order to take into account
these patterns, additional aggregation mechanisms for both average-
case and worst-case analysis are provided.

Compared to [Sch+12a], two additional adaptation heuristics are
developed. The first one adapts to specific aggregations of mean val-
ues and standard deviations while the second one provides an adap-
tation based on unweighted differences in standard deviations; the
heuristic from [Sch+12a] is based on weighted differences in standard
deviations.

Within the evaluation, we reuse the process model from [Sch+12a]
and utilize two additional process models. Again, the goal of the
evaluation is to assess the performance of the proposed optimiza-
tion approach with regard to computation time and cost. In addition
to the independent variables used in [Sch+12a] (i.e., greed, anneal-
ing, penalty fee, process model), also the degree of conservativeness
is taken into account. This variable indicates which quantile of the
distribution function for each QoS parameter is assumed in the deter-
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ministic optimization and therefore describes how conservative the
service broker is with regard to risks. For the independent variables
that have already been applied in [Sch+12a], additional settings are
evaluated. Also, different distributions such as the triangle distribu-
tion have been used accounting for stochastic QoS behavior.

We are able to show that depending on the process model, the set-
tings of the independent variables, and the applied adaptation heu-
ristic, cost reductions of up to 18% can be achieved, with the newly
introduced adaptation heuristics performing better than the adapta-
tion heuristic from [Sch+12a]. This is especially the case for more
complex process models. On the downside, this increase in cost effi-
ciency comes at the price of computational overhead.

While [Sch+12a; Sch+13a] take into account SEME loops, DAGs as[Sch+14a]:
“Towards Heuristic

Optimization of
Complex

Service-based
Workflows for

Stochastic QoS
Attributes”

presented in [Sch+11b] are not regarded. We extend our optimization
approach in [Sch+14a] to address DAGs. Again, a service broker sce-
nario is applied and we make use of the three steps optimization, sim-
ulation, and adaptation. For the adaptation step, we apply a novel ge-
netic algorithm instead of the previously introduced heuristics from
[Sch+12a; Sch+13a].

Within the evaluation, we evaluate the genetic algorithm with re-
gard to cost and computation time. A comparison with an ILP-based
solution and the adaptation heuristic from [Sch+12a] is performed.
We use one complex process model for the evaluation. As indepen-
dent variables, greed, annealing, and penalty fees are applied. We are
able to show that by applying the genetic algorithm, the cost can be
reduced by up to 28.4% (compared to the ILP-based baseline), de-
pending on the setting of the independent variables. However, the
adaptation heuristic even performs better, with a cost reduction of
up to 30.7% (compared to the ILP-based baseline). Once again, this
comes at the price of additional computation time: The evaluated
adaptation heuristic increases the computation time by a factor of
22.2–55.1, while the genetic algorithm leads to an increase by a factor
of 3.6–10.2.

Table 4 provides an overview of the approaches discussed in Sec-Overview

tion 4.3, and exemplifies the iterative research approach used with
regard to the optimization of complex service compositions.

While research on service compositions has led to a huge amountFuture Work

of publications, the technical focus has shifted to elastic processes. As
discussed in Section 2.3, we have provided several approaches to this
field in recent years. Nevertheless, there are certain features which
have been covered in service composition, but not in the field of elas-
tic processes yet, e.g., probabilistic process paths, probabilistic QoS
values, average-case aggregation (instead of worst-case aggregation)
of QoS values, or DAG and SEME process patterns.

In turn, recent discussions have brought service composition back
to the attention of the research community [Bou+17], however, with a
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Table 4: Overview of Contributions in Optimization of Service Composi-
tions (2�: Covered, 4: Partially Covered, 2: Not Covered)
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[Sch+11b] 2� 2� 2� 2� 2 4 2 ILP, MILP,
MILP+heuristic

[Sch+12a] 2� 2 2 2 2 2� 2� ILP,
adaptation
heuristic

[Sch+13a] 2� 2� 2� 2 2� 2� 2� ILP,
adaptation
heuristics

[Sch+14a] 2� 2� 2� 2� 2 2� 2� ILP, genetic
algorithm

largely different focus. Instead of the emphasis on Web services and
the WS-* stack, today, the focus is rather on the composition of large
amounts of services in a system which does not necessarily represent
a (business) process. Instead, e.g., a Smart City could be seen as a
large-scale ecosystem composed from services [Xu+15]. Despite the
conceptual differences between process-based service compositions
and this new type of large-scale service compositions, there is a need
to ensure QoS, leading to new research questions in the field.

Table 5 shows how the single publications presented in Chapter 4 Research Challenges

contribute to the research challenges discussed in Section 1.2. Nat-
urally, the focus of the papers related to mobile services (see Sec-
tion 4.2) is on RC6. For the publications explicitly aiming at mo-
bile service invocations, i.e., [Pap+11a; Pap+11b; Pap+12; Pap+14], it
should be noted that RC4 is only covered at the level of communica-
tion overhead and the applied proxy concept to decrease and avoid
data transfers. These four publications also provide basic concepts on
how to decrease data transfer in the IoT, thus partially contributing
to RC5. [Bor+16; Hum+14] provide basic concepts which could be ap-
plied to the IoT, therefore implicitly contributing to RC5, but do not
control the infrastructure, i.e., do not aim at RC4.

For the papers related to QoS-aware service composition (see Sec-
tion 4.3), the focus is on RC1 and RC3, since resources (in terms of
services) for the execution of processes are selected and a particular
focus is on adherence to QoS constraints. RC5 is partially taken into
account, since service compositions could be applied to enact indus-
trial processes.
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Table 5: Contributions of Publications to Research Challenges in Service-
oriented Computing (2�: Primary Concern, 4: Secondary Con-
cern, 2: No Concern)

RC1 RC2 RC3 RC4 RC5 RC6

Constituent Publications

[Sch+12a] 2� 2 2� 2 4 2

[Pap+14] 2 2 2 4 4 2�

Further Publications

[Pap+11a] 2 2 2 4 4 2�

[Pap+11b] 2 2 2 4 4 2�

[Sch+11b] 2� 2 2� 2 4 2

[Pap+12] 2 2 2 4 4 2�

[Sch+13a] 2� 2 2� 2 4 2

[Hum+14] 2 2 2 2 4 2�

[Sch+14a] 2� 2 2� 2 4 2

[Bor+16] 2 2 2 2 4 2�
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S U M M A RY A N D O U T L O O K

5.1 summary

Within this thesis, different contributions to adaptive resource and
task scheduling for the Industrial Internet have been presented. In
the following paragraphs, a brief summary of the contributions of the
presented publications will be given. For this, we follow the research
challenges discussed in Section 1.2.

rc1 : how to efficiently allocate resources for elastic

smart systems in volatile scenarios? Resource allocation
for smart systems has been regarded within the presented research
in manifold ways, including the allocation of cloud-based computa-
tional resources for the enactment of elastic processes [Hoe+13; HSD13;
Sch+13d; Hoe+15a; Sch+15; Hoe+16], elastic stream processing [Hoc+16a;
Hoc+17], fog computing [Ska+16; Ska+17a; Ska+17b], cloud manufac-
turing [Sch+14b], and within service compositions [Sch+11b; Sch+12a;
Sch+13a; Sch+14a].

rc2 : how to schedule task on these resources? Resource
allocation (i.e., RC1) and task scheduling are very often regarded to-
gether. This is also the case in many of the contributions presented
in this thesis, i.e., with regard to elastic processes [Hoe+13; HSD13;
Sch+13d; Hoe+15a; Sch+15; Hoe+16], fog computing [Ska+16; Ska+17a;
Ska+17b], and elastic stream processing [Hoc+17].

rc3 : how to take into account qos properties? QoS prop-
erties are used as constraints in many of the presented research contri-
butions, including most of the ones already mentioned above for RC1-
RC2 in this discussion. This includes our contributions to the fields of
elastic processes [Hoe+13; HSD13; Sch+13d; Hoe+15a; Sch+15; Hoe+16],
redundant data storages in the cloud [WHS16; Wai+17], elastic stream
processing [Hoc+15; Hoc+16a; Hoc+17], service compositions [Sch+11b;
Sch+12a; Sch+13a; Sch+14a], and fog computing [Ska+16; Ska+17a;
Ska+17b].

rc4 : how to control the it infrastructure? In order to
enact the methods and solutions provided with regard to RC1-RC3,
it is necessary to control the according IT infrastructure. For this, con-
ceptual and technical contributions have been presented for the fields
of elastic processes [Hoe+13; HSD13; Sch+13b; Sch+13c; Sch+13d; Hoe+15a;
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Sch+15; Hoe+16], redundant data storages in the cloud [WHS16; Wai+17],
cloud manufacturing [Sch+14b], elastic stream processing [Hoc+16a;
Hoc+17], fog computing [Ska+16; Ska+17a; Ska+17b], and mobile ser-
vice invocations [Pap+11a; Pap+11b; Pap+12; Pap+14].

rc5 : how to support industrial internet processes con-
ceptually and resource-wise? While almost all research con-
tributions presented in this paper contribute to this research chal-
lenge indirectly, some publications explicitly focus on this field by in-
troducing approaches to realize cloud manufacturing [Sch+12b; Sch+14b].

rc6 : how to adapt (web) services for usage on mobile de-
vices? The adaptation of (Web) services for usage on mobile de-
vices like smartphones has been discussed within this thesis with re-
gard to the adaptation of communication protocols [Pap+11a; Pap+14],
data prefetching [Hum+14; Bor+16], and caching [Pap+11b; Pap+12].
The goal of all of these research contributions is to decrease communi-
cation overhead and to provide data even in the case of low network
quality or unavailable network access. In addition, this is a topic in
fog computing, where IoT-based mobile devices are applied [Ska+16;
Ska+17a; Ska+17b].

Different methodologies have been utilized to answer the discussed
research challenges. However, a particular focus was on the usage
of optimization techniques (ILP, MILP, and heuristics), especially for
RC1-RC3. For all research challenges, functional prototypes have been
implemented; for RC4-RC5, the focus of the contributions is on the re-
quired software frameworks. With regard to RC6, the primary method-
ological approach relies on the application of machine learning algo-
rithms, however, optimization approaches are also regarded.

5.2 outlook

Possible future work directions have already been discussed in Chap-
ters 2-4. In the following paragraphs, we will take these ideas into
account and provide a bigger picture on possible future research di-
rections in the Industrial Internet.

With regard to adaptive resource and task scheduling for the Indus-Containers

trial Internet, two particular major trends can currently be observed.
First, instead of using the rather coarse-grained computational re-
sources offered by VMs, there is a trend towards the usage of software
container technologies like Docker. We have already provided some
first solutions in this field for general container placement [Hoe+15b]
and elastic stream processing [Hoc+17], but containers could also re-
place VMs for the enactment of elastic processes, allowing to control
the computational resources on a finer-grained level. For this, it is
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necessary to conceptualize and implement new optimization models.
Also, it is necessary to develop software frameworks which are able
to control and manage a container-based process landscape.

Fog computing could also become an important foundation for the Cognitive Systems

establishment of cognitive systems. Such systems provide cognitive
capabilities through data processing and machine learning. Especially
in industry-related scenarios, cognitive systems are estimated to pro-
vide a disruptive paradigm shift by automating tasks and by support-
ing users during decision-making.

The current state of the art in cognitive systems (e.g., the well-
known IBM Watson) is based on well-defined system boundaries
and centralized approaches. In contrast, IoT-based systems feature
system-inherent volatility and uncertainty, since system boundaries
are not fixed and may quickly change over time and space. For fog-
and IoT-based cognitive systems, novel methodologies are needed
which are able to make these systems possible even in the case of
uncertain system boundaries and non-deterministic changes in the
system and its context. Hence, research is needed with regard to mod-
eling of fog-based cognitive systems, and the conceptualization and
deployment of distributed, large-scale cognitive systems.

One particular topic in the Industrial Internet and in the IoT in gen- Blockchain

eral is the verification of actions, i.e., tracking and verification of ac-
tions performed by the involved parties. In the world of cryptocurren-
cies like Bitcoin, a similar problem arises, since it is necessary to track
and verify monetary transactions in order to avoid that particular
funds are spent more than once or by parties not owning these funds.
For this, Blockchain technologies are applied. While Blockchain tech-
nologies are not appropriate in all possible settings [ET17], it is worth
investigating how Blockchain technologies could be applied in the In-
dustrial Internet for verification, tracking, and other purposes. While
we have provided a first contribution to the specific field of business
process verification [Pry+17] and have contributed to a community
paper on BPM and the Blockchain [Men+17], research in this field
is still at its beginning and manifold research possibilities exist, e.g.,
to replace publish-subscribe mechanisms by Blockchains in order to
make sure that data is really provided to the subscribers, or to en-
able data provenance by the means of Blockchains. Last but not least,
there is a need for Blockchain-native applications, i.e., software which
inherently takes into account Blockchain capabilities, but also regards
the uncertainty arising because of the usage of Blockchains.
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