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ABSTRACT
The Service-Oriented Architecture paradigm facilitates the creation of distributed, composite applications. Services are usually simple to integrate, but often encapsulate complex and dynamic business logic with multiple variations and configurations. The fact that these services typically execute in a dynamic, unpredictable environment additionally complicates manageability and calls for adaptable management strategies. Current system control strategies mostly rely on static approaches, such as predefined policies. In this paper we propose a novel technique to improve management policies for complex service-based systems during runtime. This allows systems to adapt to changing environments, to circumvent unforeseen events and errors, and to resolve incompatibilities of composed services. Our approach requires no knowledge about the internals of services or service platforms, but analyzes log output to realize adaptive policies in a non-intrusive and generic way. Experiments in our testbed show that the approach is highly effective in avoiding incompatibilities and reducing the impact of defects in service implementations.

Categories and Subject Descriptors
C.2.4 [Distributed Systems]: Distributed applications; C.4 [Performance of Systems]: Reliability, availability, and serviceability; G.3 [Probability and Statistics]: Markov processes; H.3.5 [Online Information Services]: Web-based services

General Terms
Algorithms, Experimentation, Management, Reliability
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1. INTRODUCTION

Service-Oriented Architecture (SOA) [17] is a paradigm often used to realize large-scale software systems integrating various services across multiple providers. A basic principle of SOA is that services are loosely coupled and implement business functionality as black boxes. Although services by definition are stateless and solely react to the provided input, service-based systems are generally depending on multiple configuration parameters and operate in dynamic, error-prone environments. All these characteristics render management of SOA systems a highly challenging task.

To ensure that such systems work properly, SOA governance is responsible for monitoring the performance of single services, runtime environments, and the overall system or service composition. This information is used either by human operators that reconfigure the system manually, or as input to policies that provide automated adaptation [20]. However, it is difficult to anticipate each and every possible system state and provide an according policy rule. It is similarly problematic to foresee all effects of reconfiguration actions. Software bugs, for instance, can occur in every service implementation and runtime environment. Furthermore, the management policies or administrator actions may be in conflict, thus forcing the application into unwanted states or oscillation patterns [15]. In the end, human error can never be ruled out resulting in software defects [8], incorrect policies, or wrong adaptation actions, respectively.

We present a novel approach for dependable and adaptive control of service-oriented systems. Our technique poses low requirements on the system, and can be integrated into any SOA in a minimally invasive way. We propose a novel technique that infers a Markov Decision Process (MDP) model by analyzing the effect of system configuration parameters. The MDP model is automatically constructed from log output emitted by the services. The MDP is used to derive optimized policies considering software bugs, incompatibilities, and environmental changes. The main contributions of this paper are (1) a generic framework for dependable and adaptive control of SOA based on log analysis, (2) novel techniques for transforming typical SOA log data into an MDP representation, and (3) real world experiments to quantify the usefulness of this approach.

The remainder of this paper is structured as follows. In Section 2 we introduce a motivating scenario as the basis for discussion of our approach. Section 3 serves as a brief overview on MDP and related algorithms. The main contributions are presented in Section 4. Section 5 provides an
evaluation based on the introduced scenario. Related work is discussed in Section 6, and Section 7 concludes the paper.

2. SCENARIO

In this section, we introduce a scenario that serves as the basis for discussion of our approach. Consider a SOA that provides an enterprise travel itinerary service, allowing employees to automatically manage flight, car and hotel reservations for their trips to customers. The application is implemented as a composition of multiple interacting services.

![Figure 1: Architecture of the Travel Itinerary Application](image)

A high-level overview of the services and interactions is shown in Figure 1. When an employee requests a new trip, the Global Distribution System (GDS) is requested to book a flight. To that end, the GDS adapter retrieves the customer address from the Customer Relationship Management (CRM) system, and uses external GDS Providers to find a suitable flight to an airport sufficiently close to the customer’s site. At the same time the GDS needs to consider the available budget, as retrieved from the Financial Management (FM) system. Next, the Hotel Reservation Service (HRS) contacts external HRS Providers to find a hotel close to the destination address. The Car Rental Service (CRS) then issues a request to book a car for the specified period.

<table>
<thead>
<tr>
<th>Parameter Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application-Specific</td>
<td>Skip Budget Check</td>
</tr>
<tr>
<td>Dynamic Binding</td>
<td>Providers for GDS, HRS</td>
</tr>
<tr>
<td>QoS Criteria</td>
<td>Max. Response Time of GDS</td>
</tr>
<tr>
<td>Runtime Environment</td>
<td>Resource Limits</td>
</tr>
</tbody>
</table>

Table 1: Parameters Defining the System Configuration

The system has various parameters that determine the current configuration state and influence the performance and functionality of the offered service (summarized in Table 1). Firstly, services expose application-specific properties that can be set explicitly (e.g., whether to skip a time-consuming budget check). Next, the composition depends on external services that are dynamically looked up and bound to at runtime (e.g., providers for GDS and HRS). Moreover, Quality of Service (QoS) properties are used to control the composition behavior (e.g., use only GDS providers with a certain response time). Finally, the runtime environment in which services execute influences the composition behavior (e.g., resource limits, request queue lengths). For reliable operation of a dependable system it is crucial to capture these parameters and to define management policies which aim at reconfiguring the application in response to undesired system states.

3. BACKGROUND

In this section, we provide an introduction to Markov decision processes (MDPs) [18], a mathematical framework for decision making, which serves as basis for our adaptive control mechanism. MDPs deal with decision making in an uncertain world, where performance depends on a sequence of decisions. At any point in time a decision making agent chooses among a number of available actions. The execution of an action affects the current state and a reward is given to the decision maker as feedback. How the state is affected probabilistically depends on the current state and the chosen action, but not on previous states. An MDP \((S, A, T, R)\) is formally defined by a set of states \(S\), a set of actions \(A\), a transition model \(T: S \times A \times S \rightarrow [0, 1]\), and a reward function \(R: S \rightarrow \mathbb{R}\). The transition function \(T(s, a, s')\) determines the probability of reaching state \(s' \in S\) when executing action \(a \in A\) while being in state \(s \in S\). The utility of a state \(s\) is defined by the reward function \(R(s)\).

The main problem for MDPs is to find a policy \(\pi\) that specifies which action to take for any state. In particular, \(\pi(s)\) gives the action recommended by the policy for state \(s\). An optimal policy is one that maximizes the expected rewards over time. Some algorithms, such as value iteration and policy iteration [18], are able to compute an optimal policy if transition model and reward function are known in advance. Reinforcement learning on the other hand solves the online variant of an MDP, where transition model and rewards are initially not known. Additional knowledge gathered by observations of transitions and rewards are used to iteratively improve a policy. Prominent reinforcement learning algorithms include Q-Learning [18] and Dyna-Q [21]. A core contribution of this work is to show how MDPs, a mathematically sound and well understood model, can be leveraged to manage complex real world service-based systems.

4. ADAPTIVE POLICY OPTIMIZATION

In this section we present our approach for deriving optimized policies that lead to dependable and adaptive service-oriented systems. Figure 2 illustrates the assumptions we are posing on the system. Since the internal structure of the system is not important for our approach a generic SOA model can be assumed, consisting of a number of runtime environments, each hosting a number of services. We suppose that the system initially is either managed by an administrator or predefined policies, which are to be replaced by an optimized policy. The crucial prerequisite is that status information and management actions are observable, as illustrated by the magnifying glass.

![Figure 2: SOA without optimized policy. Information about the system status and management actions need to be observable in order to apply our approach.](image)
We argue that the entity initially managing the system needs data about the system status and performed management actions anyways, hence such information is already available in some form. We do not assume that this information is produced centrally. Our approach is also applicable if each service and runtime environment produces the required data about status and reconfigurations individually. The status data needs to contain all information relevant to the system’s performance and reliability. If, for instance, the response time of services matters then the status data should contain that information. However, there is no need for semantic annotations. Status information may be issued either at fixed intervals or triggered by events. It is sufficient, but not necessary, to emit only the indicators that have changed since the last output. At least if a performance indicator changes significantly, then there should be a status information update. We argue that all these requirements are met by virtually any SOA, which typically log the change of performance indicators and management actions.

In a nutshell, based on raw log data containing information about status updates of individual or compound components and management actions taken by the managing entity, we derive an optimized policy that takes over control, as shown in Figure 3.

To be able to cover all kinds of systems with different models for providing status information and triggering management actions, we use a log adapter transforming status information into a canonical format and a management adapter responsible for executing a decision generated by the optimized policy.

Figure 4 shows the procedure of generating an optimized policy. Log data, containing information about relevant performance indicators as well as executed management actions, is used as input to the log adapter, which transforms the information into a canonical representation. The log adapter is also used during runtime to preprocess the monitoring data for the optimized policy. The MDP Creator generates an MDP based on the canonical log data. Since MDPs are well known in AI, the Policy Creator can be based on already existing algorithms to finally create the optimized policy.

To the best of our knowledge there is no comparable approach transforming generic log data into an MDP. This transformation is not trivial since, for instance, there is no reward function contained in the log data, which, however, is an essential part of an MDP. The final optimized policy will mimic the successful management actions while avoiding the ones that lead to errors. It is able to absorb complex relationships, and root causes to effects that are not directly linked. In the following we explain the three main components of the policy optimizer.

### 4.1 Log Adapter

The log contains information about changes of performance indicators and management actions. However, we cannot assume, that logs from different services or runtime environments adhere to a common standardized format. The log adapter is responsible for the aggregation of all available logs from the system’s components, and transforms the applications-specific formats into a canonical representation, as indicated by the arrow labeled 1 in Figure 5. Apart from the Management Adapter, which provides a mapping from abstract management actions to concrete calls of components, the implementation of the log adapter is the only functionality that needs to be provided by the user in order to apply our approach. All other parts are generic and provided by our framework.

We propose the model shown in Figure 5 as canonical format for capturing relevant information contained in the log data. StatusInformation emitted from system components includes updated performance indicators, captured in Parameter, consisting of a generic name-value tuple.

Errors are identified as a special type of performance indicator in the log entries, and an according Parameter named ‘ERR’ is set. When a configuration change is performed – either by the administrator or by the currently active management policy – the system emits a log message that is captured by ManagementAction in the model.

### 4.2 MDP Creator

In this section we show how the canonically represented log data are transformed into an MDP \((S, A, T, R)\).

#### MDP States and Actions

The first step towards a complete representation as an MDP is the extraction of states \(S\) and actions \(A\) as shown by the arrow labeled 2 in Figure 6. The captured StatusInformation updates for each component are aggregated to ComponentStates, and further to a full State representation for the
system. This aggregation is based on either temporal proximity of the timestamps or on a correlation by a specified Parameter attribute, such as request id. If a state contains a component state with at least one DiscretizedParameter signifying an error, the state is labeled as error state by setting isERR. States $S$ of the MDP must be finite. Parameters, however, contain continuous values and could result in an infinite number of states. Therefore, we conduct an automatic discretization of the observed values for each continuous Parameter (e.g., response-time), using a simple equal width interval method [12], resulting in DiscretizedParameters. Our framework is designed to allow for the usage of different discretization methods, such as equal frequency binning or Holte’s 1R [13], but we found that the simple equal width binning method performed reasonably well. Actions $A$ are constructed from each ManagementAction element. Additionally, a no-operation action (NOP) is added to the set of actions to allow the policy to remain in the current state, which allows to cover environment changes. Whenever performance indicators change without interference of policy or administrator action, the NOP action is used to represent external events not within control of our framework.

**MDP Transition Model**

In this step, we extract the transition model $T : S \times A \times S$ from the representation generated so far, as shown by the arrow labeled $\oplus$ in Figure 6. The transition model $T(s, a, s')$ assigns the probability of reaching state $s'$ from state $s$ when performing action $a$. We derive the transition model by employing a modified Passive ADP Agent [18] algorithm. Algorithm 1 is invoked for each State and Action in chronological order, incrementally constructing a transition model from the observed data.

**MDP Reward Function**

To complete the generation of the MDP $(S, A, T, R)$, we finally need to derive a reward function $R : S \to \mathbb{R}$ from the model. So far, the required data was in some way directly extractable from the log output. The reward function, however, is not readily available, as neither the logs, nor the models generated so far provide any reward signals.

We propose a novel approach to finding a reward function from preprocessed log data, based on the assumption that a majority of the actions taken by the initial managing entity are reasonable. The basic idea is that if the initial manager performs some action $a$ in state $s_1$ which leads to state $s_2$, i.e., $s_1 \xrightarrow{a} s_2$, then we assume that state $s_2$ is more desirable than state $s_1$. In the case of contradictory transitions where there are a number of transitions $s_1 \xrightarrow{a} s_2$ and $s_2 \xrightarrow{b} s_1$ we assume that the majority of management actions was beneficial. In any case, failure conditions are to be avoided. Figure 7 graphically illustrates how we generate a reward function $R$ that assigns rewards to states. The input is observed transitions $T^O \subseteq S \times A \times S$. As a first step a forest $F = (S, E)$ is created, where the nodes consist of states $S$ and edges $E$. Furthermore, the following condition holds: $(s_1, s_2) \in E \implies [(s_1 \xrightarrow{a} s_2)] \subseteq [(s_2 \xrightarrow{b} s_1)]$. The reward function $R : S \to [-1, 1]$, which maps states to rewards, is defined as follows

$$R(s) = \begin{cases} \frac{\text{height}_P(s)}{\text{height}(\text{subtree}(s))}, & \text{if } s \neq \text{ERR} \\ -1, & \text{if } s = \text{ERR} \\ 0, & \text{otherwise} \end{cases}$$

where $\text{height}_P(s)$ returns the length of the longest path from node $s$ to a leaf node in $F$, $\text{subtree}(s)$ return the tree $s$ belongs to, and $\text{height}(t)$ returns the height of tree $t$, i.e., the height of its root node.

The definition ensures that failure states give lower (negative) rewards than all non-failure states. Non-failure states give a higher reward if they have been favored by the initially managing entity. For a state without any occurrence in the log, 0 reward is given.

**4.3 Policy Improvement**

The output of the MDP creator is a system description in the form of an MDP. In the policy improvement step,
well-known decision making algorithms can be applied to optimize the management policy. We have incorporated both Policy Iteration [6] for adapting a policy to avoid error states in an environment, that is not expected to change significantly, as well as the Q-learning [22] algorithm, able to iteratively adjust to changing environments.

Finally, to utilize the optimized policy, it is deployed, replacing the initial policy. The policy optimization can be arbitrarily repeated. This allows to take additionally gathered data into account to refine the policy and react to changes in the environment.

5. EVALUATION

To evaluate our approach, we have created a simulation testbed, allowing for quick and easy specification of complex composite applications, their runtime properties, as well as the initial management policies. The simulation testbed is implemented using Ruby\footnote{http://ruby-lang.org/}. It provides a domain-specific language (DSL) for the definition of the service behavior, e.g., interaction with other services, and processing cost. Furthermore, it allows for the specification of configuration variants and parameters that can be dynamically changed during runtime. Listing 1 shows a simplified definition of the HRS’s “find hotel” method in the “search using all external providers” configuration. It adds a new configuration variant to the HRS’s “find hotel” method, which invokes 3 partner services CRM, FM, and GDS. Furthermore, to model interaction with external services, the ‘cost’ value defines the mean of the normally distributed invocation time.

```
add("hrs#find_hotel").add_config("all#regular") do
  invoke "crm#get_customer_address"
  invoke "fm#get_budget"
  invoke "gds#get_flight_information"
  cost 4 # estimated cost of external requests
end
```

Listing 1: Service method definition: HRS “find hotel”, demonstrating basic capabilities of the developed simulation testbed, i.e., invocation of other services and their methods, simulation of external processing costs, and the definition of configuration variants.

The simulation testbed furthermore allows for the specification of initial management policies for the created services using a similar DSL. Additionally, a management interface is provided, allowing to replace the initial policy with the optimized one. We also provide for several different user interaction patterns to simulate varying numbers of users with different behaviors.

The policy optimization framework is implemented as a Java library. Currently, there is one log adapter\footnote{An exemplary log4j configuration and helper methods conforming to the implemented format are available at https://gist.github.com/1197839}, compatible with the simulation testbed log, and conforming to the specification. The optimization algorithms, i.e., policy iteration and Q-Learning, are optimized implementations of the algorithms presented in [18].

We implemented the scenario application as described in Section 2, with multiple concurrent clients sending requests to the Booking Service. The initial policy is designed to degrade the quality of services for faster processing times if load rises above a certain threshold. In the interaction of the HRS and GDS services there manifests a hidden incompatibility in one certain configuration constellation. In that scenario, the HRS is configured to only consider major airports for finding hotels which increases the probability of empty results for the travel itinerary in combination with the GDS, configured to look for the cheapest flights, which might use smaller airports. This situation is perceived as an error and mitigated by the HRS querying all available partner services incurring additional processing overhead. This special case is not addressed in the otherwise useful initial policy. In general, as argued before, it is very difficult to anticipate all possible failure scenarios, which calls for adaptive management policies as proposed in this paper.

The policy optimization is performed after a bootstrapping phase which is needed to collect log data. This phase is completed if 3000 requests have been processed. Each single service invocation triggers the output of at least one status update information. The requests are issued in a sawtooth pattern to simulate varying load patterns. The evaluation period, in which the performance of policies is assessed, consists of an equal amount of requests following the same pattern. The evaluation was performed on a machine with a 2.4GHz quad-core Intel Xeon E5620 CPU with 12MB shared L3 cache, 16GB RAM, running Ubuntu 10.04 LTS.

The results in Figure 9 show, that we are able to reduce the occurrence of errors by over 70% using the Q-Learning policy improvement, and by more than 80% using the policy obtained through policy iteration. Furthermore, the average request processing time is reduced by over 27% due to the reduced impact of the performance penalty incurred when errors are encountered. The worse performance of the Q-Learning algorithm with regard to total errors can be attributed to the slower convergence of this algorithm for the given problem. However, Q-Learning is more suitable for iterative, online policy improvement.

Figure 8 presents detailed evaluation results. The section ‘Queue Length’ shows the system’s processing queue and illustrates that the chosen request pattern induces significant stress on the application. The three ‘Processing Time’ sections show the time it took the system to process each single request. The optimized policies maintain appropriate
processing times, and allow for a degradation in processing time to avoid errors. The last section, ‘Cumulative Errors’, shows the aggregated number of errors encountered during the evaluation. In our scenario, both optimized policies outperform the original management strategy.

6. RELATED WORK

Autonomic and policy-based management, fault tolerance, and self-healing systems research has received a lot of attention in the past and continues to do so until today. Recently, these areas are becoming more and more relevant for SOA environments, as unaided optimization of configuration, collaboration, and error mitigation strategies, are essential for the successful implementation of a loosely-coupled SOA.

An approach to autonomic SLA-based management of distributed systems is presented in [1], proposing a hierarchical architecture of autonomic managers using a traditional MAPE cycle, each responsible for certain non-functional concerns of an application according to a predefined policy. Similarly, [14] presents an autonomic framework for preventing SLA violations. The approach presented in [19] applies automated planning algorithms for system reconfiguration based on user-defined objectives.

Several approaches have been presented in the area of self-healing web service integration and composition (e.g., [9, 11, 10]), as well as self-healing BPEL processes (e.g., [5, 4, 16]). The presented techniques are concerned with optimizing the behavior of integrated and/or composed services and business processes, using static a priori policies, and, contrary to our approach, assume in-depth knowledge of the services to be managed.

An architecture for self-manageable cloud services is presented in [7]. Similar to our approach, services provide management interfaces to allow for the control by the autonomic manager. However, the presented solution requires for the autonomic manager to know the service capabilities ahead of time.

A notable method for policy-driven autonomic management using reinforcement learning techniques is presented in [3, 2]. The approach allows for optimization of runtime behavior of managed applications by analyzing and deconstructing the provided management policies, utilizing a complex management architecture. In contrast to our approach, managed applications and components must be completely controlled using the proposed framework, policies enforced by internal mechanisms cannot be taken into account.

7. CONCLUSION

In this paper we propose a novel approach for optimizing control policies for SOA, leading to dependable and adaptive service-oriented systems. The approach makes minimal assumptions about the structure and capabilities of the system. We present a new technique to transform log data into a Markov Decision Process representation, which is used to generate an improved control policy that takes into account dynamics of the environment and software defects. This is done at runtime without need for human intervention. Experiments conducted in a testbed consisting of real Web services show that the adaptive policies are capable of mitigating the effects of defects and incompatibilities between collaborating components.

As future work we plan to integrate service level objectives, as well as request payload data, into the policy generation in addition to log data. We will also investigate how our approach can be applied to Web service compositions and business process optimization. Another future research direction includes to consider not only the service level but also the resource level, i.e., to control the mapping of services to resources. The techniques presented in this paper allow to manage relatively complex service-oriented systems. However, if large-scale highly complex systems are to be controlled, algorithms for complexity reduction, such as principal component analysis, could be employed. Active learning promises better exploration and faster learning rates for Q-learning.
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