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solutions that extend traditional busi-
ness processes (see Figure 1); increas-
ing research interest seems to confirm 
the trend.3 Several frameworks aim-
ing to support such new collaboration 
models are being developed (such as 
socially enhanced computing6,7). These 
new forms of social computing are in-
tended to support greater task com-
plexity, more intelligent task division, 
complex organizational and manage-
rial structures for virtual teams, and 
virtual “careers.” With envisioned 
changes, incentives will also gain im-
portance and complexity to address 
workers’ dysfunctional behavior. This 
new emphasis calls for automated ways 
of handling incentives and rewards. 
However, the social computing mar-
ket is dominated by flat and short-lived 
organizational structures, employing 
a limited number of simple incentive 
mechanisms. That is why we view the 
state of the social computing market 
as an opportunity to add novel ways of 
handling incentives and rewards. 

Here, we analyze incentive mecha-
nisms and suggest how they can be 
used for next-generation social com-
puting. We start with a classification 
of incentive mechanisms in the litera-
ture and in traditional business orga-
nizations, then identify elements that 
can be used as building blocks for any 
composite incentive mechanism and 
show the same elements are also used 
in social computing, even though the 
resulting schemes lack the complexity 

I n ce ntiv e s and r ewards help align the interests of 
employees and organizations. They first appeared 
with the division of labor and have since followed 
the increasing complexity of human labor and 
organizations. As a single incentive measure always 
targets a specific behavior and sometimes additionally 
induces unwanted responses from workers, multiple 
incentives are usually combined to counteract the 
dysfunctional behavior and produce desired results. 
Numerous studies have shown the effectiveness20 of 
different incentive mechanisms and their selective 
and motivational effects.14 Their importance is 
reflected in the fact that most big and mid-size 
companies employ some kind of incentive measures. 

Expansion of social computing18 will include not 
only better exploitation of crowdsourcing5 but also 
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 key insights

 � �Existing social computing platforms 
lack the ability to formulate, compose, 
and automatically deploy appropriate 
incentive mechanisms needed for complex 
agent collaborations. 

 � �Analyzing incentive mechanisms in 
traditional companies and in social 
computing platforms reveals how incentive 
mechanisms consist of simpler reusable 
elements that can be formally modeled. 

 � �Formal modeling of incentive mechanisms 
allows composition, optimization, and 
deployment of portable and dynamically 
adaptable incentive schemes for social 
computing environments. I
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discretionary bonuses may be paid 
whenever an agent achieves a perfor-
mance level for the first time (such as a 
preset number of customers). 

Two phenomena20 typically accom-
pany this mechanism: 

˲˲ The effort level always drops off 
following an evaluation if the agent 
views the time until the next evaluation 
as too long; and 

˲˲ When the performance level is 
close to an award-winning quota, moti-
vation is significantly greater.

Appropriate evaluation intervals and 
quotas must be set in such a way that 
they are achievable with a reasonable 
amount of additional effort, though 
not too easily. The two parameters are 
highly context-dependent, so can be 
determined only after observing his-
torical records of employee behavior in 
a particular setup. Ideally, these param-
eters are dynamically adjustable. 

Deferred compensation. This mech-
anism is similar to a quota system, 
in that an evaluation is made at pre-
defined points in time. The subtle but 
important difference is that deferred 
compensation takes into account three 
points in time: t0,t1,t2. At t0 an agent is 
promised a reward for successfully 
passing a deferred evaluation at t2. The 
evaluation takes into account the pe-
riod of time [t1,t2], not just the current 
state at t2. In case t1 = t0 the evaluation 
covers the entire interval. 

Deferred compensation is typically 
used for incentivizing agents working 

needed to support advanced business 
processes; we conclude with our vision 
for future developments. 

Related Work 
In economics, incentives are predomi-
nantly investigated within the models 
set out in the Principal-Agent Theo-
ry,13,20 introducing the role of a princi-
pal that corresponds to owners or man-
agers who delegate tasks to a number 
of agents corresponding to employees 
(workers) under their supervision. The 
principal offers the agents an incen-
tive to disclose part of their personal 
performance information (signal) to 
devise an appropriate contract. 

Only a few articles in the computer 
science literature have addressed in-
centives and rewards, usually within 
specific application contexts (such as 
social networks and wiki systems,9,32 

peer-to-peer networks,23 reputation 
systems,22 and human micro-task 
platforms16,17,28,29). Much recent re-
search aims to find suitable wage 
models for crowdsourcing.11 Howev-
er, to the best of our knowledge, the 
topic has not been comprehensively 
addressed. 

Incentive Mechanisms 
The incentive mechanisms we cover 
here involve most known classes of 
incentives used in different types of or-
ganizations: companies, not-for-profit 
(voluntary), engineering/design, and 
crowdsourcing. Different organiza-

tions employ different (combinations 
of) incentive mechanisms to stimulate 
specific responses from agents: 

Pay per performance (PPP). The guid-
ing principle says all agents are to be 
compensated proportionally to their 
contribution. Labor types where quan-
titative evaluation can be applied are 
particularly suitable. In practice, it 
shows significant, verifiable productiv-
ity improvements—25% to 40%—when 
targeting simple, repetitive produc-
tion tasks, both in traditional compa-
nies15 and in human intelligence tasks 
on Amazon’s Mechanical Turk plat-
form.17 Other studies, as cited by Pren-
dergast,20 conclude that approximately 
30% to 50% of productivity gains is due 
to the filtering and attraction of bet-
ter workers, due to the selective effect 
of the incentive. This important find-
ing explains why greater profit can be 
achieved even with relatively limited 
incentives. PPP is not suited for large, 
distributed, team-dependent tasks, 
where measuring individual contribu-
tions is inherently difficult. However, 
it is frequently used to complement 
other incentive mechanisms. 

Quota systems and discretionary bo-
nuses. With this mechanism, the prin-
cipal sets a number of performance-
metrics thresholds. When agents reach 
a threshold they are given a one-off bo-
nus. Quota systems evaluate whether a 
performance signal surpasses a thresh-
old at predefined points in time (such 
as annual bonuses). On the other hand, 

Figure 1. Social computing is evolving from social networks and crowdsourcing to include structured crowd organizations able to solve 
complex tasks. 

Traditional Company

+ +

Crowdsourcing Company

Internet

Socially Enhanced Computing Company

Crowd Management
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on complex, long-lasting tasks. The ad-
vantage is it allows more objective as-
sessment of an agent’s performance at 
a particular time. Agents are also given 
enough time [t0,t1] to adapt to the new 
conditions, then prove the quality of 
their work over some period of time 
[t1,t2]. The disadvantage of this mech-
anism is it is not always applicable, 
since agents are not always able to wait 
for a significant portion of their com-
pensation. A common example of this 
mechanism is the “referral bonus,” or 
a reward for employees who recom-
mend or attract new employees or part-
ners to the company. 

Relative evaluation. Although this 
mechanism can involve many varia-
tions the common principle is that an 
entity is evaluated with respect to other 
entities within a specified group. The 
entity can be a human, a movie, or a 
product. The relative evaluation is used 
mainly for two reasons: 

˲˲ By restricting the evaluation to a 
closed group of individuals, it removes 
the need to set explicit, absolute per-
formance targets in conditions where 
the targets are not easily set due to the 
dynamic and unpredictable nature of 
the environment; and 

˲˲ It has been empirically proved that 

people respond positively to competi-
tion and comparison with others (such 
as in Tran et al.30). 

Promotion. Empirical studies (such 
as Van Herpen et al.31) confirm that 
the prospect of a promotion increases 
motivation. A promotion is the result 
of competition for a limited number of 
predefined prizes. Promotion schemes 
are usually treated under the tourna-
ment theory,14 though there are other 
models, too. The prize is a better po-
sition in an organization’s hierarchy, 
bringing higher pay, more decision-
making power, and greater respect 
and esteem. Promotions include basic 

Table 1. Adoption of incentive mechanisms in different business environments: + = low, ++ = medium, +++ = high; application  
considerations (right). 

Usage Environments Application Considerations

Mechanism

Traditional Company

Social 
Computing

Positive  
Application 
Conditions

Negative 
Application 
Conditions Advantages DisadvantagesSME

Large 
Enterprise

Pay Per 
Performance ++ +++ +++

quantitative evaluation 
possible

large, distributed, 
team-dependent 
tasks; measurement 
inaccuracy; when 
favoring quality over 
quantity

fairness; effort 
continuity

oversimplification; 
decreased solidarity 
among workers

Quota/ 
Discretionary  
Bonus + +++ +

recurrent evaluation 
intervals

constant level of effort 
needed

allows peaks/
intervals of increased 
performance

effort drops after 
evaluation

Deferred 
Compensation + +++ +

complex, risky, long-
lasting tasks

subjective evaluation; 
short consideration 
interval

better assessment of 
achievements; paying 
only after successful 
completion

workers must accept 
risk and wait for 
compensation

Relative  
Evaluation + ++ +++

cheap group-
evaluation method 
available subjective evaluation

no absolute 
performance targets; 
eliminates subjectivity

decreases solidarity; 
can discourage 
beginners

Promotion ++ +++ +

need to elicit loyalty 
and sustained effort; 
when subjective 
evaluation is 
unavoidable

flat hierarchical 
structure

forces positive 
selection; eliminates 
centrality bias decreases solidarity

Team-based 
Compensation + ++ +

complex, cooperative 
tasks; inability to 
measure individual 
contributions

when retaining the 
best individuals is 
priority

increases cooperation 
and solidarity

disfavors best 
individuals

Psychological + + ++

stimulate competition; 
stimulate personal 
satisfaction

when cooperation 
must be favored cheap implementation

limited effect on best 
and worst workers  
(anchoring effect)
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effective in societies where the sense of 
common good is highly valued. In more 
individually oriented environments 
competition drives performance. A 
principal may choose to exploit this 
fact by sharing comparisons with the 
agents. Acting on human fear is a tactic 
commonly (mis)used (such as through 
the threat of dismissal or downgrad-
ing). Psychological incentives have 
long been used in video games, as well 
as in more serious games, to elicit play-
er dedication and motivation. Such 
techniques (including gamification4) 
are also used to make boring tasks 
(such as product reviews and customer 
feedback) feel more interesting and ap-
pealing (see Table 1). 

Analyzing Incentive Mechanisms 
No previous work has analyzed incen-
tives past the granularity of incentive 
mechanisms, preventing (develop-
ment of) generic handling of incentives 
in information systems. Our goal is to 
identify finer-grain elements that can 
be modeled individually and used in 
information systems to compose and 
encode the described incentive mecha-
nisms (see Figure 2). Such a conceptual 
model would allow specification, exe-
cution, monitoring, and adaptation of 
various rewarding and incentive mech-
anisms for virtual teams of humans.

Each incentive mechanism de-
scribed earlier can be modeled using 
three incentive elements: 

Evaluation method. Provides input 
on agent performance to be evaluated 
in the logical context defined in the in-
centive condition; 

Incentive condition. Contains the 
business logic for certain rewarding 
actions; and 

Rewarding action. Is meant to influ-
ence future behavior of agents. 

Though we describe these elements 
informally here, their true power lies in 
the possibility of being formally mod-
eled. An evaluation method can ulti-
mately be abstracted to an evaluation 
function, incentive condition to a logi-
cal formula, and rewarding action to 
a function, structural transformation, 
or external event. These abstractions 
allow us to formally encode each in-
centive mechanism and thus program 
many real-world reward strategies for 
crowds of agents working on tasks 
ranging from simple image tagging to 

ideas from relative evaluation and quo-
ta systems. They eliminate centrality 
bias and enforce positive selection. The 
drawback is that by valuing individual 
success, agents can be de-motivated 
from helping each other and engaging 
in collaborations. They often incorpo-
rate subjective evaluation methods, 
though other evaluation methods are 
also possible in rare instances. 

Team-based compensation. This 
mechanism is used when the contri-
butions of individual agents in a team 
environment are not easily identified. 
With it, the entire team is evaluated 
and rewarded, with the reward split 
among team members. The reward can 
be split equally or by differentiating in-
dividual efforts within the team. The 
latter is a hybrid approach combining a 
team-based incentive, together with an 
incentive mechanism targeted at indi-
viduals, to eliminate dysfunctional be-
havior. Some studies (such as Pearsall 
et al.19) show this approach is indeed 
more effective than pure team-based 
compensation. One way to avoid hav-
ing to decide on the amount of com-
pensation is to tie it to the principal’s 
profit, and is called “profit sharing.” 
Team-based compensation is also 
susceptible to different dysfunctional 
behavioral responses. Underperform-
ing agents effectively hide within the 
group, while the performance of the 
better-performing agents is diluted. 
Moreover, teams often exhibit the 
free-rider phenomenon,12 where indi-
viduals waste more resources (such as 
time, materials, and equipment) than 
they would if individual expenses were 
measured. Minimizing these negative 
effects is the primary challenge when 
applying this mechanism. 

Psychological incentive mechanisms. 
Psychological incentives are the most 
elusive, making them difficult to de-
fine and classify, since they often com-
plement other mechanisms and can be 
described only in terms of psychologi-
cal actions. A psychological incentive 
must relate to human emotions and 
be advertised by the principal and be 
perceived by the agent. The agent’s 
perception of the incentive affects its 
effectiveness. As this perception is con-
text-dependent, choosing an adequate 
way of presenting the incentive is not 
trivial; for example, choosing and pro-
moting an “employee of the month” is 

The effort level 
always drops 
following  
an evaluation  
if the agent views 
the time until  
the next evaluation 
as too long.
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modular software development. 

Individual Evaluation Methods 
Quantitative evaluation. Quantitative 
evaluation represents the rating of in-
dividuals based on the measurable 
properties of their contribution. Some 
labor types are suitable for precisely 
measuring an agent’s individual con-
tributions, in which case the agent 
can be evaluated on number of units 
processed, but apart from the most 
primitive types of labor, evaluating an 
agent’s performance requires evaluat-
ing different aspects of performance, or 
measurable signals, the most common 
being productivity, effort, and product 
quality. Different measures are usually 
taken into consideration with different 
weights, depending on their impor-
tance and measurement accuracy. 

Quantitative evaluation is attrac-
tive because it does not require human 
participation and can be implemented 
entirely in software. Associated prob-
lems are measurement inaccuracy 
and difficulty choosing proper signals 
and weights. An additional problem is 
a phenomenon called multitasking, 
which, in spite of its counterintuitive 
name, refers to agents putting most 

of their effort into tasks subject to in-
centives while neglecting other tasks, 
subsequently damaging overall per-
formance.10 

Subjective evaluation. When im-
portant aspects of human work are 
understandable and valuable to hu-
mans only, we need to substitute an 
objective measurement with a hu-
man (subjective) assessment of work 

quality. In this case a human acts as a 
mapping function that quantifies hu-
man-oriented work by combining all 
undefinable signals into one subjec-
tive assessment signal. Even though 
subjective evaluation is implemented 
simply and cheaply, it is also inherent-
ly imprecise and prone to dysfunction-
al behavioral responses. Phenomena 
observed in practice20 include: 

Table 2. Application and composability considerations for evaluation methods. 

Application Considerations Composability

Evaluation Methods Advantages Disadvantages
Active Human 
Participation Issues Alleviated By Solving Typical Use

Individual

Quantitative

fairness, 
simplicity, low 
cost

measurement 
inaccuracy no multitasking

peer evaluation; 
indirect 
evaluation; 
subjective 
evaluation

issues due to 
subjectivity

pay per 
performance; 
quota systems; 
promotion; 
deferred 
compensation

Subjective
simplicity, low 
cost

subjectivity; 
inability to 
assess different 
aspects of 
contribution yes

centrality bias; 
leniency bias; 
deliberate 
low-scoring; 
embellishment; 
rent-seeking 
activities 

incentivizing 
decision maker 
to make honest 
decisions (such 
as through peer 
evaluation) multitasking 

relative 
evaluation; 
promotion

Group

Peer

fairness; low 
cost in social 
computing 
environment

active 
participation 
required yes

preferential 
attachment; 
coordinated 
dysfunctional 
behavior of 
voters 

incentivizing 
peers (such as 
also by peer 
evaluation)

multitasking; 
issues due to 
subjectivity 

relative 
evaluation; 
team-based 
compensation; 
psychological

Indirect

accounts 
for complex 
relations among 
agents and their 
artifacts 

evaluation-
algorithm cost of 
development and 
maintenance no

depends on 
algorithm used; 
fitting data to the 
algorithm

peer voting; 
better 
implementation 
of algorithm 

issues due to 
subjectivity; 
peer-evaluation 
issues 

relative 
evaluation; 
psychological; 
pay per 
performance 

Figure 2. Incentive strategies consist of smaller, easily modeled components. 

Eval. Cond. Action

Eval. Action

Eval. Action
Incentive 

mechanism

Incentive 
mechanism

In
ce

nt
iv

e 
S

tr
at

eg
y

Evaluation 
Methods

Quantitative

Subjective

Peer Voting

Indirect

Rewarding Actions

Quantitative Reward 
(Punishment)

Structural Change

Psychological

Incentive Mechanisms

Pay Per Performance

Quota Systems/Discretionary Bonus

Relative Evaluation

Promotion

Team-based Compensation

Psychological

Business 
Logic

Cond.

Cond.

Copyright © ACM, 2013. This is the author’s version of the work. It is posted here by permission of ACM for your personal use.  Not for redistribution. 



78    communications of the acm    |   june 2013  |   vol.  56  |   no.  6

contributed articles

is commonly based on properties and 
relations among the artifacts they 
produce. As the artifacts are always 
produced for consumption by oth-
ers, determining quality is ultimately 
left to the community. Artifacts are 
connected through various relations 
(such as contains, refers-to, and sub-
class-of) among themselves, as well as 
with users (such as author, owner, and 
consumer). The method of mapping 
properties and relations of artifacts 
to scores is nontrivial. An algorithm 
(such as Google’s PageRank) tracks re-
lations and past interactions of agents 
or their artifacts with the artifact be-
ing evaluated and calculates the score. 
A tailor-made algorithm must usually 
be developed or an existing one adapt-
ed to fit a particular environment. The 
major difference from peer evaluation 
is the agent does not actively evaluate 
the artifact, and hence the algorithm 
is not dependent on interacting with 
the agent. 

The method’s advantages and 
drawbacks fully depend on the prop-
erties of the applied algorithm. If the 
algorithm is suitable it exhibits fair-
ness and prevents false results. The 
cost of the method depends in turn on 
the cost of developing, implementing, 
and running the algorithm. A common 
problem involves users who know how 
the algorithm works, then try to de-
ceive it by outputting dummy artifacts 
with the sole purpose of increasing 
their scores. Detecting and preventing 
such attempts requires amending the 
algorithm, further increasing costs; 
Table 2 lists common application 
and composability considerations for 
these evaluation methods, as well as 
how drawbacks of a particular evalua-
tion method can be alleviated by com-
bining it with other methods. 

Centrality bias. Ratings concentrat-
ed around some average value, so not 
enough differentiating of “good” and 
“bad” workers; 

Leniency bias. Discomfort rating 
“bad” workers with low marks; and 

Rent-seeking activities. Actions taken 
by employees with the goal of increas-
ing the chances of getting a better rat-
ing from a manager, often including 
personal favors or unethical behavior. 

Group Evaluation Methods 
Peer evaluation (peer voting). Peer 
evaluation is an expression of collec-
tive intelligence where members of 
a group evaluate the quality of other 
members. In the ideal case, the aggre-
gated, subjective scores represent a 
fair, objective assessment. The meth-
od alleviates centrality and leniency 
bias since votes are better distributed, 
the aggregated scores cannot be sub-
jectively influenced, and activities 
targeting a single voter’s interests are 
eliminated. Engaging a large number 
of professional peers to evaluate dif-
ferent aspects of performance leaves 
fewer options for multitasking. 

This method also suffers from a 
number of weaknesses; for example, 
in small interconnected groups voters 
may be unjust or lenient for personal 
reasons. They may also feel uncomfort-
able and exhibit dysfunctional behav-
ior if the person being judged knows 
their identity. Therefore, anonymity is 
often a favorable quality. Another way 
of fighting dysfunctional behavior is to 
make voters subject to incentives; votes 
are compared, and those that stand 
out discarded. At the same time, each 
agent’s voting history is monitored to 
prevent consistent unfair voting. 

When the community consists of 
a relatively small group of voted per-

sons and a considerably larger group 
of voters and both groups are stable 
over time, this method is particularly 
favorable. In such cases, voters have 
a good overview of much of the voted 
group. Since the relationship voter-to-
voted is unidirectional and probably 
stable over time, voters do not have an 
interest in exhibiting dysfunctional 
behavior, a pattern common on the 
Internet today. 

The method works as long as the 
size of the voted group is small. As the 
voted group increases, voters are un-
able to acquire all the new facts needed 
to pass fair judgment. They then opt 
to rate better those persons or arti-
facts they know or feel have good rep-
utations (see Price21), a phenomenon 
known as “preferential attachment,” 
or colloquially “the rich get richer.” It 
can be seen on news sites that attract 
large numbers of user comments. New-
ly arriving readers usually tend to read 
and vote only the most popular com-
ments, leaving many interesting com-
ments unvoted. 

In non-Internet-based businesses, 
cost is the major obstacle to applying 
this method, in terms of both time 
and money. Moreover, it is technically 
challenging, if not impossible, to ap-
ply it often enough and with appropri-
ate voting groups. However, the use of 
information systems, the Internet, and 
social networks now makes possible a 
drastic decrease in application costs. 
A number of implementations exist on 
the Internet (such as Facebook’s Like 
button, binary voting, star voting, and 
polls), but lacking is a unified model 
able to express their different flavors 
and specify the voters and voted groups. 

Indirect evaluation. Since human 
performance is often difficult to de-
fine and measure, evaluating humans 

Table 3. Incentive mechanisms used by social computing companies. 

Incentive Strategy No. of Companies Percentage

Relative Evaluation 75 54%

Pay Per Performance 46 33%

Psychological 23 16%

Quota/Discretionary Bonus 12 9%

Deferred Compensation 10 7%

Promotion 9 6%

Team-based Compensation 3 2%

Table 4. Number of incentive mechanisms 
used by social computing companies;  
a majority of surveyed companies and  
organizations employ only one mechanism. 

No. of 
Mechanisms

No. of 
Companies Percentage

1 116 83%

2 15 11%

3 6 4%

≥4 3 2%
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Rewarding Actions 
Agents’ future behavior can be influ-
enced through rewarding actions: 

Rewards. Rewards can be modeled 
as quantitative changes in parameters 
associated with an agent; for example, 
a parameter can be the wage amount, 
which can be incremented by a bonus 
or decreased by a penalty; 

Structural changes. Structural 
changes are an empirically proven31 
motivator. A structural change does 
not strictly imply position advance-
ment/downgrading in traditional tree-
like management structures but does 
include belonging to different teams 
at different times or collaborating with 
different people; for example, working 
on a team with a distinguished individ-
ual can diversify an agent’s experience 
and boost the agent’s career. One way 
to model structural changes is through 
graph rewriting;2 and 

Psychological actions. Though all 
incentive actions have a psychological 
effect, psychological actions are only 
those in which an agent is influenced 
solely by information; for example, we 
may decide to show agents only the 
results of a couple of better-ranking 
agents rather than the full rankings. 
This way, the agents will not know 
their position in the rankings and can 
be beneficial in two ways: prevent the 
anchoring effect17 for agents in the top 
portion of the rankings and prevent 
discouragement of agents in the lower 
portion. Psychological actions do not 
include explicit parameter or position 
change, but the diversity of presenta-
tion options means defining a unified 
model for describing different psycho-
logical actions is an open challenge. 
Effects of these actions are difficult 
to measure precisely, but apart from 
empirical evidence (such as Frey and 
Jegen8), their broad adoption on the 
Internet today is a clear indication of 
their effectiveness. 

Incentive Conditions 
Incentive conditions state precisely 
how, when, and where to apply reward-
ing actions, with each action consist-
ing of at most three components, or 
subconditions: 

Parameter. Expresses a subcondi-
tion in the form of a logical formula 
over a specified number of parameters 
describing an agent; 

Time. Helps formulate a condition 
over an agent’s past behavior; and 

Structure. Filters out agents based 
on their relationships and can be used 
to select members of a team or all col-
laborators of a particular agent. 

Using these components at the 
same time helps make it possible to 
specify a complex condition (such 
as “target the subordinates of a spe-
cific manager, who over the past year 
achieved a score higher than 60% in at 
least 10 months”). 

Incentive conditions are part of the 
business logic, and as such are stipu-
lated by HR managers. However, a 
small company can take advantage of 
good practices and employ pre-made 
incentive models (patterns) adapted 
to its needs. Feedback information ob-
tained through monitoring execution 
of rewarding actions can help adapt 
condition parameters. 

In Real-World Social 
Computing Platforms 
In the first half of 2012 we surveyed 
more than 1,600 Internet companies 
and organizations worldwide that de-
scribed themselves through keywords 
like “social computing” and “crowd-
sourcing,” providing a solid overview 
of the overall domain of social com-
puting. However, we were interested 
only in those employing incentive 
measures. Therefore, we manually 
investigated their reward/incentive 
practices (such as types of awards, 
evaluation methods, rules, and condi-
tions) as stated on company websites, 
classifying them according to the 
previously described classifications. 
Overall, we identified and examined 
140 companies and organizations us-
ing incentive measures. 

Survey results. We found it striking 
that 59 of the 140 companies (42%) 
used a simple “contest” business 
model employing a relative evalua-
tion incentive mechanism in which a 
creative task is deployed to the crowd. 
Each crowd member (or entity) then 
submits a design. The best design in 
the vast majority of cases is chosen 
through subjective evaluation (85%). 
That was expected, since the company 
buying the design reserves the right to 
decide the best design. In fact, in many 
cases, it was the only possible choice. 
When using peer evaluation, a com-

Since human 
performance is 
often difficult to 
define and measure, 
evaluating humans 
is commonly based 
on properties  
and relations 
among the artifacts 
they produce. 
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perative, so we expect so see a rise in 
peer and indirect evaluation. 

Only three companies combined 
four or five different mechanisms (see 
Table 4). The most well known is uTest.
com; with a business model requiring a 
large crowd of dedicated professionals, 
it is clear why it employs more than just 
simple PPP. 

ScalableWorkforce.com is the only 
company we studied that advertises the 
importance of crowd (work-force) man-
agement, offering tools for crowd man-
agement on Amazon’s Mechanical Turk 
to its clients. The tools allow for tighter 
agent collaboration (fostering a sense of 
community among workers), workflow 
management, performance manage-
ment, and elementary career building. 

Of the 140 organizations we sur-
veyed, 12 (8.5%) rely uniquely on psy-
chological mechanisms to assemble 
and improve their agent communities. 
Their common trait is their reliance 
on the indirect influence of rankings 
in an agent’s (non-virtual) profession-
al life; for example, avvo.com attracts 
large numbers of lawyers in the U.S. 
who offer a free response and advice 
to people visiting the website. Quality 
and timeliness of professionals’ re-
sponses affect their reputation rank-
ings on avvo.com, which can be used 
as an advertisement to attract paying 
customers to their private practices. 
Another interesting example involves 
companies like crowdpark.de and pre-
diculous.com that ask their users to 
“predict” the future by betting on up-
coming events with virtual currency. 
Users with the best predictions over 
time earn virtual trophies (badges), 
the only incentive for participation. 
Crowdsourced odds are also useful for 
adjusting odds in conventional bet-
ting involving real money. 

pany delegates the decision as to the 
best design to the crowd of peers while 
taking the risk of producing and sell-
ing the design. In some cases (such as 
a programming contest), the artifacts 
are evaluated quantitatively through 
automated testing procedures. Worth 
noting is that peer or quantitative 
evaluation produces quantifiable user 
ratings. In such cases, individuals are 
better motivated to take part in future 
contests, even if they feel they cannot 
win, because they can use their rank-
ing as a personal quality proof when 
applying for other jobs or even as per-
sonal prestige. 

Apart from the 59 organizations 
running contests, relative evaluation is 
used by another 16 organizations, usu-
ally combined with other mechanisms. 
This makes relative evaluation by far the 
most widely used incentive mechanism 
in social computing today (54% of those 
we surveyed) (see Table 3). This is in 
contrast with its use in traditional (non-
Internet-based) businesses, where it is 
used considerably less,1 as implemen-
tation costs are much greater. 

The other significant group includes 
companies that pay agents for complet-
ing human micro-tasks. We surveyed 
46 such companies (33%). Some are 
general platforms for submitting and 
managing any kind of human-doable 
tasks (such as Amazon’s Mechanical 
Turk). Others offer specialized human 

services, most commonly writing re-
views, locating software bugs, translat-
ing, and performing simple, location-
based tasks. What all these companies 
have in common is the PPP mecha-
nism. Quantitative evaluation is the 
method of choice in most cases (65%) 
in this group. 

Quantitative evaluation sometimes 
produces binary output (such as when 
submitting successful/unsuccessful 
steps to reproduce a bug). The binary 
output allows expressing two levels 
of the quality of work, so agents are 
rewarded on a per-task basis for each 
successful completion. In this case, 
the company usually requires no en-
try tests for joining the contributing 
crowd. In other cases, establishing 
work quality is not easy, and the out-
put is proportional to the quantity 
of finer-grain units performed (such 
as word count in translation tasks), 
though agents are usually asked to 
complete entry tests; the pay rate for 
subsequent work is determined by the 
test results. Other evaluation methods 
include subjective and peer/indirect 
evaluation, both at 17%. Interesting 
to note is how rarely peer evaluation 
is employed for double-checking re-
sults, as companies find it cheaper to 
test contributors once, then trust their 
skills later on. However, as companies 
start to offer more complex human 
tasks, quality assurance becomes im-

Table 5. Evaluation methods, excluding companies running creative contests. 

Evaluation Method No. of Companies Percentage

Quantitative Evaluation 51 63%

Peer Voting + Indirect 35 43%

Subjective Evaluation 14 17%

Table 6. Companies using different evaluation methods (columns) within different incentive mechanisms (rows) as of early 2012; they may 
not be the primary mechanisms used by these companies. 

Quantitative Subjective Peer Indirect

Pay Per Performance mturk.com content.de crowdflower.com translationcloud.net

Quota/Discretionary Bonus gild.com carnetdemode.fr

Deferred Compensation advisemejobs.com bluepatent.com crowdcast.com

Relative Evaluation netflixprize.com designcrowd.com threadless.com topcoder.com

Promotion utest.com scalableworkforce.com kibin.com

Psychological Incentives crowdpark.de battleofconcepts.nl avvo.com

Team-based Compensation mercmob.com geniuscrowds.com
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Team-based compensation was 
used by only three companies we sur-
veyed; for example, mercmob.com en-
courages formation of virtual human 
teams for various tasks. Agents express 
confidence in the successful comple-
tion of a task by investing part of a lim-
ited number of their “contracts,” or 
a type of local digital currency. When 
invested, the contracts are tied to the 
task, motivating the agents who accept 
the task to do their best to self-organize 
as a team and attract others to join the 
effort. If in the end the task is com-
pleted successfully each agent gets a 
monetary reward proportional to the 
number of invested contracts. 

Discretionary bonuses or quota sys-
tems are used by 11 companies (8%). 
However, they are always used in combi-
nation with another mechanism, usually 
PPP (64%), as in traditional companies. 

Deferred compensation is used by 
7% of the companies, usually as their 
only incentive mechanism; for exam-
ple, Bluepatent.com crowdsources the 
tasks of locating prior art for potential 
patent submissions. The agents (re-
searchers) are asked to find and sub-
mit relevant documents proving the 
existence of prior art. Deciding on the 
validity and usefulness of such docu-
ments is an intricate task, hence the 
decision on compensation is delayed 
until an expert committee decides on 
it. Advisemejobs.com pays out classi-
cal referral bonuses to agents suggest-
ing appropriate job candidates. 

Only 7% of our surveyed companies 
offer career advancement combined 
with other incentive mechanisms. As 
the crowd structure is usually plain, 
career advancement usually means 
higher status, implying a higher wage. 
We encountered only two cases where 
advancement also meant structural 
change, with an agent taking responsi-
bility for leading or supervising lower-
ranked agents. 

In traditional companies deciding 
on a particular employee’s promotion 
is usually a matter of subjective evalua-
tion by the employee’s superiors. With 
the promotion being the most com-
monly employed traditional incentive, 
the subjective evaluation is also the 
most commonly used evaluation meth-
od. However, if we remove the compa-
nies running creative contests, where 
the artistic nature of the artifacts forc-

es use of subjective evaluation, we see a 
reversal of the trend in social comput-
ing. Subjective evaluation trails quanti-
tative and peer evaluation (see Table 5), 
as explained by the fact that informa-
tion systems enable cheaper measure-
ment of different inputs and setting up 
peer-voting mechanisms. 

Only a small number of the com-
panies and organizations we surveyed 
employ a combination of incentive 
mechanisms. Locationary.com uses 
agents around the world to expand 
and maintain a global business direc-
tory by adding local business informa-
tion, employing two basic incentive 
mechanisms, aided by a number of 
supporting ones: The first is the so-
called conditional PPP; with every new 
place added and/or corrected, agents 
win “lottery tickets” that increase the 
chances of winning a reward in a lot-
tery, though a minimum number of 
tickets is needed to enter the draw. The 
second is team-based compensation. 
Locationary.com shares 50% of the rev-
enues obtained from each directory 
entry with its agents. Any agent add-
ing new information about a business 
obtains a number of shares of that di-
rectory entry. The reward is then split 
among agents proportionally to the 
number of shares they possess. Ad-
ditionally, each entry in the directory 
must be approved through votes by 
trusted agents. Each agent has a trust 
score calculated by indirect evalua-
tion that accounts for numerous fac-
tors like trust scores of voters, number 
of approved and rejected entries, and 
freshness of data. Trust influences the 
number of tickets awarded, thus affect-
ing the odds of winning an award; the 
actual payout is limited to the agents 
with a certain level of trust. 

Locationary.com uses a combina-
tion of PPP and a quota system to mo-
tivate overall agent activity. Team-based 

compensation is used to incentivize 
adding high-end clients to the direc-
tory first. If an agent is first to add de-
tailed information about, say, a hotel 
on the Mediterranean Sea, then, in ad-
dition to lottery tickets, that agent can 
expect appreciable income from the 
hotel’s advertising revenue. Adding a 
local fast-food restaurant could bring 
the same number of lottery tickets but 
probably no advertising revenue. Peer 
voting serves to maintain data accuracy 
and quality, while indirect evaluation 
(expressed through trust) identifies and 
keeps high-quality contributors. In the 
end, we also see an example of deferred 
compensation, with money paid to con-
tributors after some length of time but 
only if at the moment of payout they 
still have a satisfactory trust level. This 
example demonstrates how different 
mechanisms are used to target differ-
ent agent behaviors and how to com-
pose them to achieve their full effect; 
Table 6 outlines several companies em-
ploying different evaluation methods 
within a number of incentive mecha-
nisms. 

Conclusion 
With creativity contests and micro-
task platforms dominating the social 
computing landscape the organiza-
tional structure of agents is usually 
flat or very simple; hierarchies, teams 
of agents, and structured agent col-
laborations are rare. In such environ-
ments, most social computing com-
panies need to use only one or two 
simple incentive mechanisms, as in 
Table 4. Promotion, commonly used 
in traditional companies, is rarely 
found in social computing companies. 
The reason is the short-lived nature of 
transactions between agents and the 
social computing companies. For the 
same reason, team-based compensa-
tion is also poorly represented. The 

Figure 3. Conceptual scheme of a system able to translate portable incentive strategies 
into concrete rewarding actions for different social computing platforms. 
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time and cost, with incentive patterns 
tweaked to fit particular needs based on 
feedback obtained through monitoring; 

Portability. By generalizing and 
formally modeling incentive mecha-
nisms, we can encode them in a sys-
tem-independent manner; that way, 
they become usable on different un-
derlying systems, without having to 
write more system-specific program-
ming code (see Figure 3); and 

Incentives as a service. Managing re-
wards and incentives can be offered re-
motely as a Web service. 

We are developing an incentive 
framework supporting these function-
alities24,25 evaluated on social-com-
pute-unit systems27 for maintaining 
large-scale distributed cloud-software 
systems. 
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